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FOREWORD

This document is the final technical report on work performed under
contract F30602-71-C-0252, Job Order Number 55500000, for Rome Air Develop-
ment Center, Griffiss Air Force Base, New York, by Planning Research Crir-
poration, Information Sciences Company, 7600 0ld Springhcuse Road, McLean,
Virginia.

The purpose of this contract was to characterize a date manasgement
system, subsequent to which a methodology was to be developed to test
same, using standard test techniques which already exist or techniques
wvhich have been identified for new development. The work was performed
between April 1971 and April 1972. Significant assistance and guidance
was received from RADC program monitor Francis P, Sliwe of the Information
Managenent Sciences Section, Information Sciences Division (ISIM).

The principal investigator for the project was William W. Ferguson
with significant assistance from Frank M. McGoldrick, K. Randa Knorr,
K. R} *hard Stewart, and Andrew A. Makowka.

This report is numbered R-1604 for PRC/ISC internal control.

This report has been reviewed by the Information Office (0OI) and is
releagable to the National Technical Information Service (NTIS).
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ABSTRACT

This document proposes a methodology to be employed in the testing
of datas mansgement syztems snd submits some recommendations for the
continued development of 2 DAIS Test Methodology. The intent of this docu-
ment was first o charseterize u data management system by identifying the
various stiritutss that should comprise a DMS and summarize the techniques
that can be employed in impisrnenting these capabilities Secondly, the

standarg test techniques thet can be used to measure the capabilities of the

forementioned atiributes were examined and, based on the conclusions de-
rived frern this analysis, a DMS Test Methodology was proposed. To assist
in mathodology utilization, a correiat’ on between particular actributes and
specific measurament techniques was drawn and scenarios were writtean to
itltustratz how the metho&alogy would be employed in the solution of some
typicatl DMS measurement problems. Finally, it was concluded that analysis,
benchmark programs and software monitors were the most useful test tech-
riques availghle and warrant additional development.
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TECHNICAL EVALUATION

The technical effort reported hersin is a part of a continuing
program at RADC to develop a Data Management System Test and
Evaluation Methedology. This report reflects the first year of
effort vhich boundad the DMS testing problem by listing all the
DMS characteristics which might be tested and compiling the currently
used testing tesc.niques. The recommended application of test
techniques to particular DMS characteristics is based on the
author's experisnces and from a thorough literature search. Additional
experience was gained from a separate RADC contract entitled "DMS
Testing and Methodology Validation".

At is expected that the recommendaticons and conclusions in
the report will be modified as further developments or refinements
of test techniques are made, The most important contribution
of this effort is that it provides a checklist of DMS features
and test methods with a stepwise procedure which a DMS tester
can follow to improve the tester’s level of confidence. This should
also decreuse the time to plan a test program which should provide
desived test results with the lsast sffort.

ey
RANCIS P. SLIWA

Technical Evalustor
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SECTIONI

INTRODUCTION

1. INTRODUCTION

This document describes the results of a study of the means of testing
generalized software systeme, particularly Data Management Systems (DMS).
This paper describes the functional characteristics of these systzmuy; the
attributes, methods and results of testing: provides a methodology for selecting
pertinent test mechanisms by pairing DMS characteristics with identified
tests; illustrates technique utilization by means of test scenarios; and, finally,
recommends areas for which appropriate test technology is weak or missing.

2. DMS OVERVIEW

The DMS technology has been in a state of continuing development
since the late 1950's, Early efforte were directed primarily at military
problems of storing, maintaining, retrieving, manipulating, and presenting
results of formatted data stored in massive files. Subsequent efforts have
been directed at improving solutions to military problems and developing
generalized systems 1or broader applications. Corporate requirements
for information handling--not unlike those of the military--have spawned
additional developments of generalized DMSs,

It is appropriate at this time to review the concept of what a DMS
actually is, the components that go toward constitating a DMS and its funda-
mental capabilities.

A data management system is best described as an independent set of
software that facilitates the generation, maintenance. query and analysis of
a data base. It is considered generalized when it permits the manipulation of
newly defined files and data without requiring the modification of existing
programs. Itz major components are:

(¢ guery language

o data deacription language

o file maintenance language

0 fite structuring capability

o data access manipulation and output capability

The degree to which each data management system possesses these
capabilities will vary from one system to another, but, in geaeral most sys-
temns suppert the following functions:

o Erables data references by name rather than physical location

¢ Supporte the expression of iogical relationships ameong data
elernents
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0 Supports ‘data operations such as definition, storage, mainten=
ance, re'rieval, and presentation

o Facilitates newly definad files and data operations

~ It is apparent that the definition of a generalized DMS is suffiéisatly
broad to cover an exiremely wide variety of systems. In fact, a cursc gy
examination: of the litérature reveals more than 75 systems that qualiiy.
This proliferation of DMSs presents a difficult problem to the syateiis dé-
veloper. who must determine the most appropriate method for solvii g sets
of application problems.

While thé purpose and-use of data management systems may make
their selection.and measurement appear relatively simple, a detailed inves-

‘tigation of DMS elements and functions reveals a vomplex software-problem,

In testing a DMS, a potential user must specify the. major DMS \elermerts
and their effects on his requirements, In this regard. the majer ¢lemenis
of a DMS can be listed as:

0 Languages to be used, including generalizéd routings to bé pro-
vided.

0 Libraries to be used
File organization and the method of accomplighing content re-
trieval

o The environment in whizh the system will operate

o The scope of the system,

‘There.are many factors-that a data management system user must consider.
He must congider a variety of languages, libraries, file organizations, opera-
ting environments.and possible system scopes. The number of possible
combinations of systein designsis huge.

Obviously, the system user must choose the pertinent DMS features
he wishes to test. If ‘he ‘attempts to include more and more features the
complexity of the testing process increases and the test may become un-
feasible. On the other hand, if the test personnel restrict the elements of
the systems to be measured to simplify the task, the test may become uvsge-
less.

In the early days of DMS testing, muoat users imposed a rather strict
set of qualifications on a system in order t: render the system operational
in , user-environment. Because of this attitude later DMS users rejected
these conclusions on the g:ournds of their cursory study an< limited approaches.
Furthermore, the managen;ent rationale for utilizing a DMS has undergone
ecnsiderable change. Dat*s processing managerrent is now more concerned
with its most limited rcsouvces; analyst and pregrammer times. Moreover
computer processing coerts are coming down rapidly. Data processing man.-
agement must now inewre that a DMS is not being rejected by test techniques
that stress machine efficizncien at the expense of other resources--e.g.,
human resources.
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Data - management systems: represent & mejor trend in.the data pro-
cessing field. Devélopment of these #ystems has beén somewhat slower than
expected because of their complex desxgn and the resulting .complex gystems

eraluations. Once a test methodology: is: found that can be related to several
different types of measurem=nt probléms, e:g., comparing two data manage-
ment systems, testing a DMS.as a stand-atone system, or testing a DMS
performing a special application. then data processing management will be
more inclined to use such a tool.
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SECTION II

i
[ I

DMS ATTRIBUTES

This section presents the attributes that comprise a generalized data
management system., These attributes are divided into tne following major

categories;
o Data structure and definition,
o Data manipulation functions.
o DMS system control,
o Host envir¢nment interrelationships,

Each of these major categories is preceded by a brief introduction, following
which, the various attributesare described in detail.

1. Data Structure and Definit’on
a, Logical Structure

i All generalized data bass rranagement systems provide a conceptual
{ method of organizing data into meaningful structures, Made available to the
i system user is a set of logically related categories which he can apply to his
‘ data in order to create files of validly organized information. However, he

| does not necessarily have to apply them to the organization of his data in se-
l condary storage., Through this provision, a user can interact with data in

| terms independent of the manner in which the data are physically stored.

h
|

The data categories provided range from the smallest designated ele-
; ment of structure to which data can be assigned to the entire data base itself,
‘ In this hierarchy of structutal categories, the most elementary can be given
such dimensional attributes a2s length, identification and secunty and be
grouped togethe1 by the use r, in accordance with the way in which he wishes
to organize his data, to build the next higher structure which can in turn be
assigned certain attributes aixd be organized with others of its kind as con-
stituents of the next structure, and so on. After the structural organization
has been determined, the data values themselves may be manipulated using
system provided functions to populate the categories and thus create the data
base, or to update the categories if they have been previousiy populated, This
section describes data structure classes which systems make available to the
user for the creation of a data base through user 'specified creation and up-
date processes. The description outlines tl'e set of attributes for sach claseo
which distinguishes it from other classes, and the ralues thesc attributes
may assume,

(1) Structure Classes
Five structure classes can be postulated as common to nearly
ail data maiagement systems evern though system terminology may vary,

These classes and the terms used in this document to descrite them are as
follows:

Freceding page biank
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(a) Item

A single elementary data entity containing no logical sub-
structure and from which all other types of structures are ultimately com-
posed. The principal attribute of the item is the value. Other attributes
might include identification, type, security, and value existence indicators,

(b Group

A set of items and possibly other groups. Groups can be
simple or compound, repeating or non-.epeating. A group composed solely
of items is called a simple group; a group composed of a set of items and a
set of related .roups is called a compouvnd group, A set of item values for
all jtems cor srising the group is callec an instance of the group. A group
is the lowes evel of data structure concern«d in the logical organization of
a data base; it can maintain at once three different relationships with other
groups: parent (superior), dependent (subordinate), and peer. Within a com-~-
pound group, groups can be manipulated to establish a hierarchic organization
of these relationships. (The term hierarchic implies that each parent group
instance can be optionally paired with one or more dependent group instance. )
The kinds of hierarchical relationships that can be organized by the user de-
pend upon attributes of group composition; i.e., the way in which single
groups are arranged to compose another structure, If the system provides
a group relation structure, however, logical organization will depend upon
the attributes of this type of structure (see following paragraph)., Other pos-
sible attributes of the group in addition te composition are type, identifica-
tion and security.

{c) Group ﬁe lation

The logical relation or mapping between two sets of groups,
the first set being the parent groups and the se.2nd set being the dependent
groups, A group relation has a set of attributes of its own, The relation-
ship facility provided is equivalent te the hierarchic group relationship f.cil-
ity provided by a compound group, except for the following differences:

o In a compound group, a groun may be subordinated to one parent
group only; i1 a group relation, a group may be subordinated to
many parent groups, Such a relationship is often termed non-
hierarchic,

o In a compound group, the principal items (the immediate constituents
of a compound group fo which a group is subordinated) do not have a
collective name, In a group relation, each set of items to which a
group is subordinated may have a name of its own, namely, the par.
ent group name,

A group relation may consist of a single repeating or non-
repeating parent group entity and a single repeating or non.repeating depen-
dent group entity. On the other hand, a group relation may have multiple
dependent groups. In this case, the instances of the different dependent
groups can be treated as members of a single set whereby they may be

- - ” T N <
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processed jointly in one context as a single set, or they «an be treated as
members of several different sets whereby they may be processed irdepen-
dently in another context. This characteristic is not present.among cori«
pound groupn attributes,

If the group relation is provided in a given system, it may
be an explicitly defined structure type or it may be-defined as part of a larger
structure type. In either case, the structures possible in the system for
group relation composition, the way in which the relations are composed, or
the way in which they are used to compose other structures, can vary, Other
gioup relation attributes can include type, identification, and security,

(d) Entry

A particular set of groups in which one and only one ?ésig~
nated group is not contained in or subordinate to any other group. Tbe entry
corresponds very much to "record, " a term not used in this section secause
of possible confusion with the physical storage structure concept of the same
name. Attributes pertinent to the entry can include identification, tyjpe,
security, and composition.

(e} File

A set of entries that have the same logical organization,

The file corresponds to a set of application entities, such au countries, gove
ernments, projects or organizations., The entities of a file may be from the
same class, e.g., countries, or from different classes, e.g., projects and
organizations. Its entries may be explicitly interrelated, or related only by
ordering and be otherwise independent of each other. The aggregation of all
tfiles which can be accessed by a DMS is the data base. File attributes can
include identification, type, security and composition,

(2) Attributes Per Structure Class

Naming the topical sets of attributes for these categories, such
as identification, type, composition and security, is a quantitative rather
than qualitative process in that these sets are common teo the structural
classes of most generalized data management systems. The values that the
attributes themselves can assume, however, vary from system to system in
quality and quantity and should be examined when evaluating one system for
a particular capability or when comparing several systems. For instance,
attributes of identificacion which may be of significance to the prospective
user, such as provisior for synonyms and the number of synonyms permitted,

vary among systems,

An explanazion 1 f these basic sets of attributes will illustrate
how they apply to each structurti class and how they can vary in their imple-
mentation from system to systeni, Understanding these factors is also basic
to the understanding and evaluation of the data handling functions of a data
management system.
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(a) Type

Distinguishing different types of items, groups, group re-
lations, entries or files involves determining whether the structure can have
different values for the same set of attributes or different usages within the
same system., One system, for example, may provide only a single type of
file for all processing, while another may provide several files to be used
during different functions, Most systems have files differing in usage but not
m attnbutes e.g., atransaction file, a master f11e, or a log file, although

Entries, groups, group relations and itemis are more likely
to have different sets of attributes within the same system, The first three
structures are often typed by their attributes of composition, that is, the way
in which they are composed or the way in which they can compose other struc-
tures, Entries can differ in this respect by the kind of group or group rela-
tions that compose them, It is possible for an entry to consist of a single
compound group, with hierarchic relationships achieved through group nest-
ing, Another entry can be composed of a set of hierarchic group relations;
another of a combination of hierarchic and non-~hierarchic group relations,
Although all of these types are possible and may vary among systems, within
one given system, there is usually only one type of entry provided.

Four types of groups may be identified, the first two pro-
vided by all data management systems and the second two provided by many:

o Non-repeating group - a group for which only one instance »f the
items/groups that comprise it exists within an entry,

o  Repeating group - a group for which a number of instances of the
items /groups that comprise it can exist within an entry,

o Simple group -~ a group composed of a single, named collection of
items, Simple groups can be repeating or non-repeating.

o Compound group ~ a group composed of a collection of a set of items
and a set of groups., A reference to a compound group is a refer-
ence not only to the set of items, but also to the iterrs of its consti~
tuent groups, The groups themselves may be simple or compound
and be nested to any depth in a compound group, Within a compound
group, hierarchic relationships can be established between two con-
stituent groups, much the same as in the case of the group relation,
except that the relationships in 4 compound group must be hierarchic,
Compound groups can be repeating or non.repeating.

Group relations are typed chiefly by the way in which u,
compose other structures, in thia case, the way in which they provide for n
lations between groups or sets of groups. Theee relations can be hoth hier-
archic and non-hierarchie, In systems which dr not provide the group rela-
tion structure, hierarchic relations are provided through the compound group
tvpe. There ave two kinds of hierarchic group relations:

e




o  Sequentiat or linéar, Each group, except the first and last in an en-
try, is related to the group preceding it and.the group following it.
There is only one group at each-level and each group has one and
only-one ‘subordiniate group.

¢ Tree. Eachgroup may be related to.a number (limited by the 8ys-
tem) of groups at any level below it, but to only one group above it
in the hierarchy, A parent group; in this case, may have more than
one subordinate group bu¢ each subordinate group may have only one
parent group, In some tree structures, a group relation may also
exist between two groups on the same level of subordination. Such
groups arc called "peers," Because systems differ in the number
of dependent groups that may be represented and in the number of
times a group may occur, the depth and breadth of the trees can
vary greatly, from system to system (see Composition, Section
Il 1.2.2.d),

A group relation can also provide another, more general
type of data structure in which the restrictions of a pure hierarchy do not
apply. Such a data structure, often called "network, " can include not only
hierarchical group relations (a2 dependent group may have only one parent),
but also non-hierarchical group relations whereby a dependent group may
have a number of parent groups, Thus, any given group in 2n entry can be
related to any other; the fact that a group may participate as the dependent
member of more than one parent group allows networks to be built.

Several types of items are provided by most systems to
permit a more natural representation of data values, Item types are disting-
uished primarily by the kind of values they can assume. Numeric item types
contain a numeric value and can e used in arithmetic operations. All sys«
tems permit at least one numeric item type. Different numeric types in a
given system sometimes reflect different storage representation; e.g., a
data management system may employ IBM System /360 packed-decimal and
zoned decimal representations, Although the user in this case can control
item representation through a declaration of item type, he must still remain
aware of any system restrictions which may exist upon the combining of nu-
meric items of different types. In some systems a user is provided with a
single numeric type and the system determines the appropriate representa.
tion for each item on the basis of the value ini*ially suppliea and provides for
any necessary subsequent conversions between representations.

String item types are items whose values are a sequence of
characters from a finite alphabet, They are typically used to represent al~
phabetic or alphanumeric data, All systems provide at Jeast one string item
type. Apgain, there are storage structure considerations involved in the length
of strings accommodated by a system; e.g., in an O/S 360 environment 1 to
255 EBCDIC characters may be accommodated,

The item value types themselves can have special attributes
of their own, a provision which serves to define very clearly the sets of values
assumed by an item and which enhances the data representation capabilities
of a system. These attributes can be used to validate values being supplied

9
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for the data base items prior to or during a data manipulation function. With-
in the given system limitations, length attributes can be assigned by the user
to an iterh value in two forms: a fixed length attribute implies that the values
in all instances of the item have the same length; & length range attribute
implies that the value length may vary between usér-specified limits. If a
"picture" attribute can be assigned to an item value (usually defined by means
of a string of symbolic characters), not only the length or length range of an
item type can be specified, but also such constraining attributes as:

o Characters permitted at each position in the value.
0 Precision (number of decimal places) of a numeric item.
o Right- or left~justification if value is smnaller than the containing item,

Other item valve attributes include ranges and lists of specified values that
an item value type can assume and special validation routines to be performed
upon the value prior to or during a data manipulation function,

Other item types nct properly classified as numeric or string
: which can exist in a system include data, coordinate (such as latitude and
longitude) and date, Other special attributes which can be provided for all
: or some of the item types in a system include:

Units in which values are expressed (feet, pounds, dollars, etc.).
Usage of item values (e, g., "computational" or "display").
Output editing attributes.

Input and output conversion attributes,

Value synonym lists (e.g., SINGLE for "S"; MARRIZD for "M").

O 0C OO0

(b) Identification

Attributes of identification are quite similar for each struc-
tural category. Almost all categories except for the entry are likely to re-
quire some means of identification. Restrictions imposed on this process
include length of identifier, use of alphabetic or numeric character (or both)
in identifier, provision for embedded blanks in identifier and use of synonyms
for identifier,

Attributes of identification usually restricted to the item
include:

o Provision for a user supplied output heading for each item.

o Unique within group or entry restriction, i.e., whether the same
item name can be used for a different item in another group and
necd be unique only within its containing group,

Special group and group relation identification attributes include the provision
for user specified sets of items serving as the group identifier cr sequencer,
Restrictions placed upon this capability include the numbver of items in each
set and whether ascending and/or descending sequencing can be speciticd,

10
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. .. (¢) Security

o Many systems provide security and protection attributes to
. be specified for a particular structural category at a particular level:of data
access, User defined access locks, for example, can be provided for con-

g trolling access to data contained within a category. In addition, codes which
identify the programs making use of the category can also be defined by the
user. Security attributes can apply to a specified item, group, group rela-
tion, entry or file for the protection of data during a query or update function
and at a specified level of frequency (e.g., a value in one item; all item val-
ues in one group; all groups at a certain levél in an entry; all groups in an
entry, etc.),

s g i st
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(d) Composition

The set of attributes entitled "composition" is comprised of |
regulations governing the composition of a given data structure and the way in
which that structure can be used to compose other structures. These regula- :
. tions can include, for example, limitations upon the number and type of com-

g posite structures and upon the interrelationships possible between structures.
The only structural category which does not have attributes of composition,
: because it is itself the smallest element of structure in a system, is the item.
¥ 4 Groups, group relations, entries and files have similar sets of composition
attributes.

Compound group composition can be limited by such attri-
butes as the number of levels of nesting represented, and the number and/or
type of constituent groups. Both simple and compound groups can also be re-
stricted by number and/or type of constituent items. Because the compound (
group provides a way of establishing a hierarchic relation between two groups, :
another important attribute of its composition is the manner in which its com-
posite groups are interrelated in the hierarchy, This attribute provided by
the group and the group relation allows data to be structured in the manner
most suitable to each application. In a compound group, the hierarchy can be
a tree structure or a linear structure which is previously described under
Type for group relations,

Group relation composition has similar limitations uypon the
groups that compose it. The kinds of inter-group relations provided Ly this
structure (hierarchical and non-hierarchical), however, unlike the casze of
the group, are an attribute of Type. Entries can also be limited in composi-
tion by attributes such as the number and/or type of group or group relations
composing it or by number of hierarchic levels it can contain,

Attributes of file composition include number and/or type of
fi'e in the data base, number and/or type of entry composing the file, and the ‘
absence or presence of inter-entry relationships within the file, Although the
entries of a file tend to be independent of one another in the sense that one en-
try can be processed without reference to another, they can ke explicitly in-
terrelated in a manner known to or controlled by the system. A simple form
of explicit relationship is the ordering of the file ent.ies on, for example, the
values of the entry sequencer. More general relations can also be made
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possible whereby non-hierarchic relations are established between groups in
different entries, or between entries themselves when they are composed of
a single group. This kind of file is often called a "lirked" file. The use of

inter-entry relations in.a linked file can be further restricted to, for exam=
ple, relations between non-repeating groups only. In ccatrast, a file whose
entries are unrelated or related only by ordering through an entry sequencer
is called an "unlinked" file,

() Non-Structural Attributes

Non-structural attributes are attributes which are not nec-
essary elements of the structural scheme (identification, type, comp051t1on,
etc. ), which defines the data category. However, they are closely associ-
ated with the category and are available to the user to reference or/further
define the category during data manipulation. Many systems provide, for
example, reference counters and date time of change or insertion indica-
tors for files, entries, groups, group relations, afu 1tems,

b, Data Definition

Two basic goals of a generalized data base management system are
to store all user data in a data 'base, and to gain independence of the data
from the programs that process it, In order to achieve this, systems pro-
vide a data definition capability which is a description, input by the system
user, of the names, value classes, constituents, relationships and all other
attributes of the various data structures to be established. This description
is performed by means of a unified facility provided for the definition of the
structure of the data to be stored and processed. Through this facility, data
can change without necessarily causing a change in all the programs operat-
ing upon it (and vice-versa), Furthermore, centially stored data can be
accessed by different groups of users and still be separately managed, stand-
ardized and protected.

One attribute of data definition is the language form used: narrative,
keyword, separator, or fixed position (described in Language Attributes of
Self Contained Systems, Section II, 2,d). In almost all systems, the data def-
inition for each element is done in the same language, with the syntactical
details varying depending upon the particular element being defined. The
data definition language usually has the same form as, or is closely related
to, those used for the data manipulation functions,

The context of the data definition varies among systems. In most
systems, the definition is input to the system separately and processed in-
dependently to create directories or tables which are referenced in later
processing steps, In others, the definition is an integral part of each pro-
gram, concerned only with the data for that program and compiled with it.,

The structure of the data definition itself can vary., The idea of
levels in a hierarchical data structure may be explicitly used in the definition
whereby the definition of data at one level would appear before or after the
definition of data at a higher level. In this case, unless each line of defini-
tion contains its own identification, the lines must be input in sequence.

12




Another attribute of the data definition function which varies among
systems is the capability of the system to revise the existing definition (add
new items or change an item value length, for example) The data definition
attributes which may be revised will be restricted in one system to the addi-

tion or deletion of synonyms for item and group names, while another system.

not only permits changes to attributes of type, length and identification, -but
also allows changes in location, e.g., deleting or adding a new node to a
hierarchy. Some systems permit the deletion and/or replacement of an.en«
tire data élement definition. Revision may require the user to submit an
entirely new definition or it may merely require only the input of the changes.
The user may also be responsible for restructuring the stored data by writ-

ing a special procedure if the system does not provide for automatic restruce-

furing,

Revision can involve moving or changing the data values themselves,
The data may be transferred from the old file to the new or new data may be
placed in the file. An old file, in other cases, can be used as "transaction"
input, the values then being copied from the input to the restructured file.

In some systems, however, only the file creation and update functions result
in data move or change.

Another attribute of data definition is the provision for auxiliary def-
inition, This is, for the most part, a host language oriented function. It in-
volves permitting both an overall, primary data definition and, within the
framework of the primary ones, individual data definitions oriented toward
particular users and programs. The auxiliary definitions do not replace the
original definition although they are usually done in the same form. They
provide multiple data structures such as different names for items and groups
or multiple lengths or types for a given item value. The relationships that
the auxiliary definitions have to the system may vary from system to system.
In some, all may have equal status, whereby the system can allow muliiple
entry definitions. In this case, each definition usually must correspond ex-
actly to the structure of the data &s stored, e.g., when a set of items is
omitted, a new dummy set having the same total length must be defined in its
stead, Some systems, however, allow sub-sets of items to be defined and
set up automatic type and length conversion. In contrast to the case of equal~
level definitions, other systems permit a primary definition and a number of
auxiliary definitions, e.g., the system may provide for a single primary
definition applying to the entire data base and independesnit of particular users
or programs, Each user would then be allowed to define an individual data
structure within the framework of the primary one,

The auxiliary data definition capability provides several advantages,
The auxiliary definition does not necessarily describe the eatire data base
but only those portions of the data base known to one or more specific pro-
grams. Furthermore, it describes them in the furm in which they are known
to the specific programs., For example, for a user's applications program
which defines a working area, an auxiliary data definition can describe the,
format and characteristics of the data as it appears in the user working area,
The data in the program's user work area may then be manipulated using the
facilities of the ho<t language. The program is thereby limited to the portion
of the data made known to it, a fact which ensures the privacy and integrity
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of'the fresf o{f*thﬁ Ziata abase from-that program. Ox the other hand, the pro-
£Iem 1tswh is prot&c;eti inthat €grtain changes may be made to the data base
without affecting the programs using that data. This is possible because the
porticns .of data described by the auxiliafy data definition for the particular
program: may vaty greatly foom other portions described by cther definitions,
Another advantage of this capabjlity is that the user is frced from concern
thh the antire dats base) he need oniy ¢oncentrate on the sections of the data;
wasé which afe re legant to- ‘the program he is writing.

Under the headihg, Defihition of Components, are enumerated con-
stituent attvibutes ofeach data stracture class which can be defined by the
usdy, A-description of the &tructure of the Aata definition statements unique
to the definition of the watious constituents is not included; such information
i5 best obtained f¥om 2 users' manual. Certain attributes such as security
and 1dent1izcatxcn will neatrly. always be defined for each data class, The
greatest vatiance among éystems is in the methods and requirements for de-
fmmg froup, and item value a'tributes. Most of these attributes, although
previcusly described in Logicad Structure, will be reviewed in the context of
data definition,

Attributes-of itemis fér which systems can require definition include:

ldentification - the definition of the name of the item and any synonyms
1o be uged oy the name, Some systems also require an item number which
canc'bé used in place of the name inthe definition and elsewhere in the systern.

Seturity - to provide against unauthorized access at the item level,
a user must usually supply certiin codes before being allowed to use the item.
The wequirement nay differ for query and update. Sometimes the user may
spetify the name of-a security chécking procedure at the item. level to be used
in connection with item references,

Item value attributes -the attributes of numeric and string item val-
ues outlined in Logical Structure; if provided by the system, also require
definiticii, They may be specmed either at the same time as the item name
or in a separate section of the data definition. If not an intrinsic part of the

jtefn definition, they are considered as part of the validation which must be
applied to the data values used in the creation and update function,

Possible attributes include a statement of the range of values per-
mitted, a minimum or maximum value, or 3 specification of, by listing them,
the actual values which the item may assume. The user may also be able to
sel up synonyms for certain values., He may be able to control the right- or
leitu;ustxﬁcauon of the itern in an area longer than necessary to contain it,

Several attributes, particula¥ly item value type, length, positioning
and editing directions, may be combined into a picture statement which con-
tains a string of one-character codes each defining the characters which may
ncrur in the corresponding position of a value of that item. For example,
the picture statement "$$399V99" defines the item value length (five decimal
digits) by the 9's, the position of the decimal point by the V, and a floating
dellar sign for editing by the $3.
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The lengthvof the item may be unnenessary to define, if it is fixed in
the system. A statement of the starting character position of .the item value
in the containing group or entry may be required in addition to length. Sub-
items in this caseé sre string item value types which may be permitted the
possible definition requirements heing starting and ending positions, sub-
item name, and length.

The defikition of groups involves the organization of the definitions
of its constituent items and/or groups as well as attributes of the whole, The
relationship of the group to its constituents if it is a simple group may be ac-
complished explicitly by referencing the group in the definition of the item or
vice-versa. It ¢an also be accomplished implicitly through the ordering of
definitions so .that, for examplé, a group is defined to consist of all items
whose definitions immediately follow or precede the statement defining the
attributes of the group itself, If the group is compoutd, its definition must
include the definitions of the contained groups. Systems vary in this case,
some requiring intetrwoven item dnd group definitions and others requiring a
separate definition of item and group attributes,

Pertinent to the facility for hierarchical organization is the defini-
tion of group or item level numbers. Often each group in a hierarchy is as-
signed a level number which indicates how far down in the hierarchy it is,
thus allowing the system to reconstruct the hierarchy from: a set of sequen-
tially presented definitions. Another attribute of definition ordering is
whether the "top-down" or "bottom-up" approach is used, that-is, whether
the top levels or the lowest levels of the hierarchy are defined {ifst,

Other attributes of the group which can be defined include:

o Count items., Items in a parent group, one for each dependent group
containing a count of the number of instances of the dependent group,

o Special keyword. A word used in the definition statemeént referring
exclusively to a repeating or non-repeating group,

Attributes of group relation definition which vary among systems
(for those which provide a definite group relation structure) concern the ex-
plicit or implicit defirition of the relation., In systems allowing only a super-
ior-to/subordinate-to relation, the definition of the relation is implied by the
definition of the hierarchical entry structure. Systems providing an explicit
definition vary in that the definition can either be separate from the group
definition or pazt of it.

Entry definition includes an identifier in almest all systems, How-
ever, very few separate attributes aside from entry identification is really
the definitions of its constituents, For example, the definition of relation-
ships between groups of an entry is accomplished in the group definition.

Similarly, a file definition consists mainly of a union of its consti~
tuent entry, group and item definitions. To be noted is the sequence of these
constituent definitions which can vary among systems. Separate attributes
of file definition usually include file security and identification,
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¢. Storage Structure

Stérage structutre concérns the data as it is actually stored.on the
available physical:media and-the vaiioué méthods provided by which stored
data is accéssed. This elethert of data struéture is distinguished from logis«
cal structure which in contrast involvesthé user's condeption of his.data in
terms of its logical.organizatioh., A single data structure can be stored in
different ways, rebulting in diffevent storage structures. Many systems
select from several different storage technigues depending on how the data
izto be used. Because a given storage structure may be implemented in
different ways on different storage duvices, the nature of the storage struc-
ture is essentially conditioned by the system's host environment dependencies,
that is the charactefistics of the storage devices and of the operating system
under whichthe system must function. Such pertinent characteristics as
hardware environment features and features of the hardware and operating
systerm environments are described in Host Environment Interrelationships
(Section II.4), In Storage Structure are identified such attributes of storage
structure as user control over storage structure, storage organization tech-
niques, data address accessing and operating system supplied facilities for
storage structure control and access,

There are eight major file structures presently in use, These data
structures are as follows: '

o Sequerntial Access

o Indexed Sequential Access

o Tree

o List

o Chain

o  Multilizv

o Inverted

o0  Network

Each of these structures generally is considered a "pure" form in the
industry literature. No attempt is maude here to discuss the myriad vari-
ations and hybrids which in practice zomprise the majority of structures
actually used in data storage and inunajement. Each of these has a
certain logic behind its formulation, but all can be reduced to some
combination of the structures just .tstor.,
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The following ségment provides a detailed breakdown of DMS attribiutes
ralative to data structure and d-finition, '
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I. Data Structure and Definition
A. Logical Structure
‘? x l. Items:
\? a. System term for item
. b. Item types provided:
(1) Numeric item types:
(@) System term (packes. decimal, fixed binary,
right justified EBTHIC, etc.)
(b) Storage represer.tation
s (c) Length
[ (d) Numeric sub.i{ems permitted

(2) String item types:

(@)  System term (@iphanumeric, left-justified
EBCDIC, variable length, etc.)

(b)  Storzge representation

(¢) Lexngth

(d)  String sub-items permitted

(3) Other item types:
% Date
ib) Coordinates
(c) RBooizan
c, Iem - alue type attributes:
A}} Nymeric:
vs+)  Fixed length
=) Length range
(e) Picture:
(1 Positioning
(2 Precision
(3 Right/left justification
(d) Value range
(e) Value iist
) Validation routine

(2) String:

(a) Fixed length
(b) Length range

18
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(c) Picture:

(1 1rositioning
(2 Right!lest “astifieation

{a) Value range
{e) Value list
(f) Validation romatine

Item identification:

(1)
(2)
(3)
(4)

{5)

(6)

Length

Mode

‘Embedded blanks
Synonyms

Unique within:

(@) Group
(b) Entry

Output heading

Security:

(1)

(2)

Access locks controlling access during:

(@) Query function
(b)  Update function

Program identification codes for use of item during:

(a) Query function
(b)  Update function

QOther item attributes:

(1)
(2}
(3)
(4)
(5)

Units of expression (feet, pounds, dollars, etc.)
Usage of item values

Output editing attributes

Input and output conversion attributes

Value synonym lists

Non-structural attributes:

(1)
(2)
3)

(4)
(5)

Existence indicators

Date and time of change to item vaiue
Idencification of transaction or program supplying
current item value g

Null item values

Multiple iter . values

19
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2. Groups:

a. System term for group
b. Group types:

(1) Simple repeating

@)
3)
4)

(1)
(2)
(3)
(4)
(5)

Simple non-repeating
Compound repeating
Compound non-repeating

c. Group identification:

Effective length

Mode

Embedded blanks

Synonyms

Use of group identifiers or sequencers:

(@)
(b)
()

d, Security:

Required or optional
Number of items used
Ascending and/or descending sequence

(1) Access locks controlling access during:

Query function
Update function

(a)
(b)
(2)

Program identification codes for use of group during:

(@)
(b)

Query function
Update function

e. Group composition:

‘ . (1) Number and type of constituent items

o ’ (2) Number and type of constituent items and groups in
! compound group

L {3) Depth of nesting in compound group

e (4) Hierarchical structui: cornposed:

‘ (2)
-y (b)
(c)

Linear

Tree

Number of levels of subordination

(1)  Number of degendent groups per parent group
) fe)  Number of peer groups at same level of sub-
I ordination

f. MWonestructural attributes:

20
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(1) Date and time of group insertion
(2) Count of references made to group

Group relations:

a. System term for group relation
b. Group relation type:

(1) Non-hierarchic
(2) Hierarchic:

(@) Linear
(b) Tree

c. Group relation identification:
(1) Length
(2) Mode
(3) Embedded bilanks
(4) Synonyms
d. Security:

(1) Access locks controlling access to parent or dependent
groups during:

(@) Query function
(b)  Update function

(2) Program identification codes for use of parent of de-
pendent groups during:

(@) Query function
(b)  Update function

e. Group relation composition:
(1) Number of levels of subordination of composite groups
(2) Number of dependent groups pey parent group
(3} Number of peer groups at same level of subordination
{4) Placement criteria for insertion of new constituent
group occurrence

f. Nonestructural attributes:

(1) Count of constituent groups or repetitions of a coasti~
tuent group

Entries:

a. System term for eutry
b, Entry type:

21
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(1) Single type entry only
(2) Multiple entry {ypes provided

c. Entry identification:
(1) Length
(2) Mode
(3) Embedded blanks permitted
(4) Synonyms permitted
(5) Item sets serving as identifier or sequencer
d. Security:
(1) Access locks for controlling access to entry instances
during:
(a) Query function
{b) Update function
(2) Codes which identify programs using the entry during:
() Query function
(b) Update function
e. Entry composition:
(1) Limitation on number and type of group and group re-
lationships comprising the entry
(2) Limitation on the number of hierarchic levels in the
entry
(3) Limitation in number of relations in which a dependent
group may participate in the entry
f. Non-structural attributes:
(1) Date and time entry was placed in the file
(2) Count of references to entry
Files:
a. System term for file
b, File types:
(1) Single file type only
(2) Multiple file types provided:
{a) Differentiated by function
(b) Differentiated by sets of attributes
¢. File ideutification:

(4]
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(1) Length

(2) Mode

(3) Embedded blanks
(4) Synonyms:

(@) Maximum number of synonyms
(b)  File can be accessed by synonym (not restricted
to output)
d. Security:

(1) Access locks for controlling access to file during:

(a) -Update function
(b) Query function

e. File composition:

(1) Number of files in data base
(2) Number and type of entries in file
(3) Limitations on inter-entry relacions

f. Non-structural attributes:

(1) File instance numbers

(2) Date~time stamp

(3) Entry counts

{4) Control totals over file entries

Data Definition

1.

Data Definition Language

a, Form used (narrative, keyword, fixed position, separator)
b. Form same as language used by other DMS functions
c. Same language is used *o define all data elements

Context of [)ata D2finiticn

a. Function is an integral part of each program processing
the data and is compiled with it

b, Function is integrated with file creation function

c. Function is input to system as a separate function

d. Lines of data definition can be input in any order

Data Definition Revision

a. Re-entrance of entire definition required

b, Input of changes only required

c. Data values are moved or changed during revision

d. Restructuring of stored data must be provided by user
e, System provides automatic restructuring of stored data

e e A i dis 4w %
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f. Existing definition may be deleted for which attributes of:
(1) Item
(2) Group
(3) Group relation
4) Entry
{5) File

g. Existing definition may be expanded or modified for which
of the above (I-B-3-f-1 through 5) data elements
h. Entire definitions may be deleted or replaced for which of
the above (I-B-3-f-1 through 5) data elements
4, Definition of Components
a. Item definition:
(1) Identification:
(a) Item name
(b) Item number
(c) Synonym
(2) Security:

(a) Requirements for user access during:

(1 Update function
(2 Query function

b, Ifem value definition:

(1) Item value type
(2) Item value length:

(@) Specified in digits, bytes, characters
(b) Fixed in system

(3) Item value placement (left- or right-justification):

(@) Starting character position of item value
(b) Definition of value range:

(1 Minimum/maximum value
(2 Item value list

(c) Attributes defined in picture statement
(d)  Editing directions for input/output or for vali-
dation:

{1 Defined in picture statement
(2 Specified by separate routines or tables
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(3 Capabilities include:

-2- Automatic truncation
-b- Automatic padding
-c~ Additional information added to data
-d- Encoding of values:
-e=- Left-justification of field
¢ -f- Zero suppression

‘ -g- Truncation
-h- Algebraic sign
-i- Punctuation
-j= Percent
-k- Engineering notation
-1-  Dollar sign
-m=- Specific characters
-n- Decoding of values
-0o- Data conversions
-p- Standard measurement conversions
-q- Scaling
-r- Rounding
-s- Item size modification
-t- Right-justification of field

(4) Item value definition is specified at same time as item
definition

(5) Item value definition is in separate section of the data
definition

c. Subitem definifion:
(1) Identification
(2) Length
(3) Starting position
d. Group definition;

(1) Item and group attributes defined separately for:

(a) Repeating group
(b) Non-repeating group

(2) Relationship of constituent item/group definitions to
parent group:

(a) All have same level or group number

(b}  Definition ordering (group is defined to consist of
all items whose definitions immediately follow or
precede the group definition statement)

(c) Top-down or bottom-up approach

(3) Identification
(4) Security:

25
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(a) Requirements for user access during:

(1 Update function
(2 Query4dunction

(5) Group sequence item:
(a) Number of items in sequencer set
(b) Ascending or descending sequence may be
specified
(6) Explicit group level number:

(@) Group and items or:groups only

(7) Count item
(8) Special keyword for group:

(@) Repeating group
(b) Non-repeating group

Group rclation definition:

(1) Identification
(2) Security:

(a) Requirements for user access during:

(1 Update function
(2 Query function

(3) Definition is implicit (it is implied by the definition of
the hierarchical entry structure)

(4) Definition is explicit (ordering is stated in definition
statement)

(5) Definition is separate from group definition

(6) Definition is part of group definition

Entry definition:

(1) Identification
(2) Security:

(a}) Requirements for user access during:

(1 Update function
(2 Query function

(3) Organization of constituent groups:

(a)  Specified in group or group relation definition
(b)  Specified separately in entry definition

26




(4) Multiple logical data structures can be defined within
one entry

g. File definition:

(1) Identification
(2) Security:

(@) Requirements for user access during:

(1 Update function
(2 Query function

(3) Sequence of constituent definitions
C. Storage Structure

l.  Control
a, Host environment dependencies:

(1) File storage device is automatically assigned if no
special request is made
3 (2) DMS uses operating system supplied access methods
o (3) DMS uses operating system supplied space and re-
source management (allocation of buffers, provigion
of additional storage in the event of overflow)

{4) Operating system provides for storage device inter-
changeability

b. User control of storage structure:

(1) Devices available (see HOST ENVIRONMENT INTER-
RELATIONSHIPS):

() Sequential devices
(b) Direct access devices

(2) Sequential or direct access can be chosen:

a)  Operating system supplied access methods can
be chosen

(b)  DMS augments O/S supplied access methods

(3} User control over space allocation for file on storage
medium:

(@) Length

(b)  Variable or fixed

. (¢)  Blocking factor

(d) Maximum and average size
o {¢) Number of entries per record

27
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(f)  Entry length
{g) Paging technique {storage subdivided into speci~
fied nimber of characters)

4) User control over ihdex arfangement
{5) User supplied random accedsing formula is necessary

2, Storage Structure Representation

a, Logical sequential {each group instance is stored according
to its subordinate relationship starting with the master
group)

b, Sequential (elempents of data follcw one after the other but
do not conform to the logical organization of the file):

(1) All values <f a1 item are stored at any vacant place in
the file, saving the address of that location for further
use in retrieval)

3. Organization Techniques

a, DMS augments O/S supplied access methods to provide
better indexing for hierarchical files

b. Techniques for establishing logical sequential organization
include:

(1) Table index (an ordered reference list to the contents
of a file)
(2) Chaining:

(@) Groups are chained together using top-down me-
thod (chained to next group at same level)

(b)  Groups are chained together using top~-down me-
thod (dependent groups follow superior groups;
the last group in one string is chained to the first
group of the next higher level string)

(c) Chaining is combined with table indexing

(d) Pointers are comprised of:

(1 Address of a physical record
(2 Address of a group
(3 Item value

(¢) Multiple pointers are used
(f}  Storage allocation for pointers

4, Storage Access Methods

2, Indexing (the association of a data value with the address of
an element containing that value):
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(1)

(2)

Psrformed through operating system access methods:

(a) O/S provides overflow for index entries not fite
ting into memory

DMS provided indexing features:

{a) Index contains one value-address pair for every
occurrence of a given value

(b) Index references only ranges of values

(c) Inverted file used -« file indexed by every value
-of every item

Randomizing or hash coding -~ the transformation.of item
values in the group or entry into an address:

(1)

(2}

(3)
(4)

User supplied randomizing formula necessary or may
be specified to replace Q/S supplied formula

Formula can handle synonyms (records whose control
field happens to randomize to the same address as
other records):

(@) Synonyms are placed in overflow area provided
Formula is affected by file size

Formula is affected by volatility or stability of data
base
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2. Data Manipulation Functions
a. File Zreation

The tile creation function provides the creation of the initial instance
of a file, making it known to the DS which will perform other functions on it.
This process can involve entering 2 data definition for a file which already
exists in machine readable form s that it becomes acceptable to the DMS.

It can also involve the more complizated task of converting an existing file
into a form acceptable to the system, Such a conversion can be performed by
a self.contained function provided by the system through a special use of the
update function or through. a facility provided specifically for the purpose of
file creation.

Several steps can be defined as constituting the creation action pro-
cess in most systems., They are as follows:

o Data definition of the master file and its constituent structures (see
Data Definition, Section II. 1.b).

o Storage structure definiticn of the master and input source file. This
step can be provided automatically or be specified in part by the user.
A choice of access methods to be used tn the input data file is usually
provided to the .ser. (See¢ Storsge Structure, Section I 1.c.)

¢ Data definition of the input source yile, This step uses facilities pro-
vided foxr data definition of the master file or is accomplished by
means of a special definition capability to accommeodate transactions
which-are like those used in the update function. (See File Update,
Section II, 2. b, for a description of transaction processing. )

o Allocation of media space for the file. This step accomplishes the
reservation of storage space for files and can be achieved by means
of a statement of data definition which provides parameters to the
operating system space allocation facilities. (See Host Environ-
ment Interrelationships, Section II 4.)

o Provision of data 1 the input file. The input file is the source from
which the data comes for the population of the master file. Attributes
pertaining to this step include the kind of files accepted as input and
the host envirunment dependencies involved in supplying the input
files, Specific examples include:

o Inter-system capadrilities, the acceptability of input data files
generated on other computers or under different operating
systems.

o Intra-system capabilities, the acceptability of input files pro-
duced by other system processors within the operating system
under which the DMS operates,




(o)

Acceptance of files constructed by the use of the interrogation
function from ‘existing system files,

Acceptance of data input as a stream of transactions without the
user being aware of an intermediate fiie-if, for example, a con-
versational mode of input is supplied to the system.

The types of local and remote hardware devices that can supply
the input data.

Multi-file input capabilities.

The input file may have to be specially prepared in a system required
format, or the system may provide facilities defining the data and storage
structure of data already in machine readable form. In the latter situation,
the system may perform certain data transformations within entry instances
or it may process data in its existing form. In some systems, input file
provision can be aided by the interrogation function facilities to determine
the size of the file to be created and to establish:need for editing, restruc-
turing or any other necessary change in the data whken this capability is not
available during file population.

o  Population of the file. This final step is achieved by defining an ex-
isting file so that it becomes acceptable to the gystem or mapping
data from the input file to the master file. The method employed
for this process may be either the update function or a function
specialized for the purpose of creation. This task is usually accom-
panied by the following procedures:

o

Data validation, At data definition time, the user can specify
the types of validation to be performed on each item; he can
also specify data values against which data entering the system
can later be compared. During file population, the system can
then compare each entering data value against the predefined
validation criteria and accept only those values satisfying the
criteria, The user can usually modify or override the criteria
either permanently or temporarily during operations other than
data definition.

Data transformation of input entries or items to the format of
the master file, for example, transforming the order of iten:s,
groups or entries from the order which they have in the input
file to some other order in the file being created. Other trans-
formations include changing the values of item instances. New
items can be derived from old items through arithmetic func.
tions, or they can be encoded or decoded by table substitution
or by special programs. These transformations may be speci~
fied at the time of file definition, by procedural statements
supplied to the population step, or at the time of input data pro-
vision,
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o Error detection and reporting features, for example, testing
for duplicate entries or entries invalidated by inter-entry tests
in the input file; logging or dumping of master file contents to
provide recovery in case of hardware failure during the process;
collection of counts or values of source data or master file data
for inter-entry validation or control totals.

An important attribute of the file creation function. in addition to those perti-
nent to the particular steps, is the capability to monitor the creation cycle
so that both.the errors encountered in each step and the statistics concerning
the size and resources of files used can be adequately reflected. FErrors re-
ported usually include faults detected by the validation criteria, diagqostic
messages on violations of language syntax, and data unacceptable to the in-
put/output facilities of the operating system. Corrections of invalid data
may be provided in on-line or batch mode. Facilities of the interrogation
function may also be available to the user to monitor certain creation activi-
ties. These attributes are similar to those which characterize File Update
monitoring, A more complete coverage of monitoring, error¢ repon.ng, and

restart and recovery procedures is given in DMS System Control (Section
IL 3).

b, File Update

Updating a file is the precess of using update data to change values
in all entries or selected entries, groups or items stored in the file. It does
not include changing the logical data structure, data validation criteria or
security procedures. (Alterations of this type are usually made by revising
or redefining thie data definition of the data base.,) The File Update function
iz supplied by the Data Definition function with a description of the section of
the data in the data base that is to be updated and by the File Creation func-
tion with the data currently stored in the section of the data base to be updated,

File Update is common to all data management systems in at least
one mode. Often a system will provide more than one update mode depend-
ing upon differences in user control, input media used, language used, or
functions provided. For example, a system can have one mode whereby up-
date processing can be specified for any of the data structures in the file and
another mode whereby changes can only be made to a certain data structure,
such as file items, The attributes of the File Update function described be-
low can vary not only from system to system but also from mode to mode
within a single system.

The major elements of File Update are the update data (transactions),
the description of the update data to be applied to the data file (transaction
definition), and the processing rules or algorithms that apply the update data
to the data file (transaction program). These elements have several sets of
attributes which are lixely to vary from system to system. One set of attri-
butes common to all three are their sources or the way in which they can
enter the system, The input medium available for transactions must be con-
sidered as well as the time at which the transaction definitions and programs
must or can be entered. Batch processing raay either require the transac~
tion definitions and programs to be supplied at the beginning of the batch or
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permit them to be included in the transaction, Such requirements als» pre-
vail when transactions are entered fr ,mn a remote terminal, In many systems
the transactions and their definitions and programs may be prestored, a ca-
pability requiring a separate run prior to the update run whereby they are
stored in a form and on 2 medium th/.t makes them accessible to the system.
Another attribute closely associated with sources of input and modes of pro-
«essing is the ordering of transactions. Update proceseing can be speeded
up, particularly in the case of syastems that use sequential files, by process-
ing transaction in the same order in which the affected entries are stored in
the data base. (ransaction ordering may be a user responsibility. Some
systems accept and process the transactions in any order or, if necessary,
sort them iato {ile sequénce before processing.

Attributes of transaction definition include format and placement.
The transaction may be defined in one of several available formats, such as
narrative or fixed tabular, which can also be employed for the transaction
program applied to the same transaction. The format(s) in some systems
are prescribed while in others any format ray be acceptable as long as the
definition has been previously stored and is accessible by the system. The
placement of the definition is another variable. A language capability may
be provided that permits transactions to be submitted to the system in a self-
describing form., In this case the transaction and its definition are inter-
mingled. On the other h nd, especially in systems which use the same medi-
um for both the transaciion and its definition, a complete separation of the
two is required, the definition preceding the transaction, Such techniques
may vary within the system according o mode or according to the particular
transaction data element (item, group, entry) that is named,

Format and place:ent are also attributes of the transaction program.
In some systems the traacaction program may be intermingled with the trans-
action definition in the same format. In others the definition must have been
previously entered iniv the system. Data mapping, whereby the transaction
group and item names are equated to corresponding master file group and
item names to which they correspond, is another possible attribute of the
transaction program. In some systems, this is achieved by using file group
and item names in the traasaction defirition for corresponding data elements
rather than using transaction programming statements, Use of the transac-
tion definition for this purpuse is usually not possible, however, when data
files created for other purposes are used as transactions.

The group of attributes belonging solely to the transaction program
element concerns the access and manipulation of data, These attributes are
extensive and must be broken down into several sets, The first of these sets
includes possible characteristics of the amount of user control over data
access, The retrieval of transactions and file entries with matching identi«
fiers may be done automatically with no user specification. Systems provid-
ing this type of automatic transaction and entry access ucually write out the
updated entries automatically. In other systems complete caontrol may be
provided to the user by requiring nim to specify each step of the data access
process, This may include instructions for reading individually each group
contained in a transaction from the input medium. After the update process
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has been completed, the user may also be required to locate, read, and

write out.entries by using instructions that operate on data elements below
the entry level,

Data selection is the ideatification in the transaction program by the
user of the part of the file that is to be changed by a transaction. One method
of data selection is through a statement of the logical relations that must be
satisfied before a transaction is applied to the file, Such statements are
usually in the form of conditional expressions which can be in the same lang-
uage used by the interrogation function., (Attributes of conditional expressions
are described under Language Attributes of Self-Cortained Systems, Section
I1.2.d.) Another method is for the system to match the transaction to the en-

try through matching group or entry identifiers without further specification
of selection criteria.

Data base changes involve both arithmetic and non-arithmetic changes.
Arithmetic change capabilities are those provided for the addition, subtraction,
multiplication, division, etc,, of item values, constants, and literals, Per-
tinent characteristics include the use of literaln in arithmetic operations, the
use of item values in the arithmetic computation of the values of other items
and the specific arithmetic operators available. Non-arithmetic changes in-
volve data value modification and the deletion and addition of items, groups
or entries, Consideration should also be given to the capability of the system
to detect and report errors encountered during this process.

The data base changes possibile and the requirements for achieving
them vary not only from system-to-system, but also from one data element
to another within a single system. Updating on the entry level implies a
transection which takes into account all the data in a file entry, Changes to
an entry can include insertion, whereby a new entry is added to the data file or
whereby new groups from the transaction are placed in the file entry where
there are no matching groups. Entry insertion can be accemplished through
data manirulaticn statements or through an automatic insertion where there
is ro matching entry identifier in the file. Another change can be a transac-
tion that identifies an entry to be deleted from the file. The entry ideatifier
in some systems may also be updated. Errors detected by the system c.un
include, for examnple, checks for a duplicate entry already in the file if inser-

tion of a new entry is to take place and a list of rejected transactions upon
user cequest,

Group level changes imply 2 transaction which takes inte sccount !
items or subordinate groups within a group. Groups also can be updnted
through deletion, insertion and identifier change using the some or differont
statercents as for the entry. Insertion can involve the replicement of vaateli-
ing proups or the addition of new groups which do not have a matching idintia
fier in the file, In come systems proup insertion involves sctting up an ¢ty
group, the insertion of data being accomplished by item levet changes, Ay
important attribute of group deletion, in addition to the staterocntle necesrary

for this change, is the way in which proups subordinate to the cne he.npg de-
leted are handled.




Item level update involves to a large extent value changes performed
by arithmetic functions or by non-arithmetic data manipulation statements,
such as changes to individual characters or to substrings of charactere within
the item. Another type of value change can take place when an item value
changes to or from an established system null value. In some systems this
is referred to as the deletion or insertion of an item. In most cases items
can be physically inserted or deleted only when groups or entries are stored
in variable length physical records, The system can inform the user when
no match is found for an item in the file when a value change is to take place.
Information supplied by the system to the user during this process can in-
clude notification of a no match condition between a “ransaction item and a
corresponding file item or the placement of a value in an iter. which is the
same as the previous value of that item.

Transaction validation, cditing and transformation can be accom-
plished either through the transaction program or through the transaction
definition facility, Validaftion may include simple checks on item values to
ensure that they are within the limits supplied by the user inti transaction
definition (see Data Definition, Section Il 1.b). Conditional expressions used
for the interrogation function may also be available for the user to specify,
for example, logical relations that must exist within a transaction before it
is applied to a file or logical relatiuns that must exist between the transaca
tion and the file data before the transaction can be applied to the file, Edit-
ing is usually provided through data definition facilities. Transformaticn
may be also supplied through encoding and decoding subtables specified at
transaction definition time or through computational zlgorithms applied dur-
ing the transaction program to the data.

An important attribute of the update functicn, applicable to all its
elements, is the automatic maintenance of system intcgrity through adequate
system monitoring and error detection facilities, This provision can include
audit trail features, backup files, run histories, and lists of rejected trans-
actions. FErrors detected by the system may be under conditions predefined
by the user as in the case of data validation att-ibutes specified at file defini-
tion time. Cther system detected errors may include language syntax errors,
logic errors, processing errors germane to a particular update mode, and
comparison time errors (e.g., a transaction that is received for an entry
not in the file or an attempt to insert an entry with an identifier that is the
same as «ne already in the file), The system may pe it the user to specify
a course of action to be taken if a certain condition »hou'd occur, for exam-
rle, termanate the run, print error message, ignore transaction, ete., if
there are transaction data errors, language synw.x errors, no matching
identifier, etc.

Operating system features provided tor the maint nance of system
integrity, such as the prevention of interference from the execution of other
programs using the rame files, are covered under Host Environment Inter-
relationships (Section If. 4). The maintenance of file storage is often pro-
vided exclusively by the operating system although in some cases it is acconmi-
plished by the data manapgement system which can provide checks for avail-
asle storape space, terminate the run if epace is not available and then pro-
vide regenerated storage space throuph a utility or subpropgram. A more
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complete list of DMS monitoring and error detection attributes is described
in DMS System Control (Section II. 3).

¢. Interrogation

The interrogation of a data file takes place in three basic steps: the
selection of data based upon the satisfication of user specified conditions, the
extraction of the selected data, possibly for optional intermediate processing
such as sorting or summarization; and the formatting of the results into re-
ports or into a machine readable form for further processing. Many systems
refer to these steps in three separate sets: data selection, data extract, and
report formatting. The characteristics of other features which can be pro-
vided by the interrogation function, such as sorting and generating files for
further processing, are als: included in this section.

The explicit capabilities of the language used in the interrogation
function for data selection and transformation, provided by the logical and
arithmetic operators, operands, connectors and conditional expression tea-
tures, are described in Language Attributes of Self-Contained System (Sec-
tion II. 2.d). In self-contained systems (systems containing a built-in pro-
cessing algorithm to obtain user specified information so that he does not
have to program or control the steps ihe system must use to process .15 re-
quirements), although these language attributes are more closely ideatified
with the interrogation function, {hey are usually available to the file update
and creation data selection processes. The difference in language opera-
tions among the functions pertains to the action statements used after the data
has been selected. These attributes must be treated separately.

The action statements used by the update function control the change
in value content to be made at some level in the data file. Those used by in-
terrogation cause data to be extracted and placed either into repurt form or
into machine readable form possibly after intermediate processing. These
actions ave essentially non-procedural, for instance, such actions as the
control of data transfer between levels of memory are not controlled by the
user but are built into the self-contained system in the form of an implicit
processing algorithm. However, some self-contained systems provide ex-
plicit statements to open and close files, to initiate data transfer, or to
store data in temporary areas in high-speed memory. In a host-language
system, the user usually programs the series of condit.ons and actions which
define the process by which the information required is to be generated. In
this chapter, the attributes described are mainly characteristic of a solf-
contained system, although in some host-language oriented system-, similar
facilities may be provided for non-procedural interrogation or non-proce-
dural report generation,

Attributes of the data selection process described in this chapter
are in‘erred from the capabilities of the languape used for data selection.
They characterize the ability of the system to locate a specified element of
data at a specified level of logical organization, This ability is the direct
result of the degree of precision attained by the conditional expression in
establishing search criteria. A conditional expression for instance, may be
composed in such a way that any itemn from any hierarchical level in a file
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may be located or that once an item in a particular group has been found, all
groups subordinate to that group qualified by the search item can also be lo-
cated for further processing. Other attributes of data selection include the
system facility used for this process (like the update function, the interroga-
tion function may be accomplished through several processing modes within
the system) and the actual language statements used for data selection.

Data extract is often not clearly delineated in the analysis of a sys-
tem because selection and extract are not mutually exclusive. Often extract
is regarded as essentially the copying of selected data before it is formatted
into a readable report. In other cases, the term "extract" is treated synon-
ymously with "select" and both head the same set of attributes. However, the
two concepts can be more clearly separated for the purpose of analysis by
postulating two different sets of attributes. Selecticn may be said to involve
the depth of the search achieved within the limitations imposed by the rules
and language tools available for composing a conditional expression. Ex-
traction invoelves considering which quantities at each level (item, group,
entry, file) can be searched for and placed in the report or output file, Ex-
traction also decides how many files or reports associated with the same file
can be output for the same conditional expression. The allowance for mul-
tiple outputs may also involve deciding the direction of data to different out-
put media,

Output presentation is the formatting of the results of the user queries
into readable reports or inte a machine readable form for further processing.
This section describes the two modes of output usually present in a DMS and
enumerates the possible report formatting capabilities of each which can be
provided by the DMS. On-line, off-line capabilities are also mencioned in
that this capability should be available on multiple and diverse output devices;
a more complete description is given in Host Environment Interrelationships
(Section II. 4).

The two modes which can be specified within a system are the stan-
dard system supplied formats which are an integral part of the system and
can be provided to the user either au.omatically or upon request, and the
user composed report mode (also called the report generation mode) which
provides a means for the user to compose his own output formats and can be
tailored to provide the exact outpui formats and contents desired The re-
port generation mode can, for instance allow the user to cause the output
to conform to preprinted or to extreinely wide cutput forms., Both modes
can be available under recurring scheduling (production at a specified fre-
quency) or demand scheduling. Validation and diting capabilities are also
available to both modes,

Specific attributes of the standard output mode include:

o A standard set of report types, i.e., the way ia which all the data
is prescnted (tabular, row).

o The antumatic calculation and adjustment of the fornat parameter

to the output device: e.p., colman-widith, the presentation of out-
puts in balanced columns which are antomatically adjusted to the
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number of characters in a line of output to correspond to the maxi-
mum number of characters per line that can be printed by the output
device.

o Parameter specification -~ system can select and print headings pro-
vided by the user such as report title, column heading, date, time,
page numbers, etc.

o  Special functions, The system can provide functiuns specified by the
user such as sums and counts of retrieved item nates and values if
specified by the user; counts and tallies of given item occurrences;
statistical operations on given values, and editing and decoding op-
erations,

The report generation or user composed report mode relies on spe-
cific report creation capabilities provided by the DMS to the user for the data
to be output. These capabilities can include:

o The use of literal values and item values for headers.

o Pagination control, whereby the DMS provides for user specified
parameters for controlling and numbering individual pages of an
output report, Examples include starting page specification; the
user is allowed to specify the starting page number and the incre-
ment to be used in determining the page number of succeeding pages,
page break; the user is allowed t> specify certain methods to stop
printout on a given page and begin a new page independent of speci-
fied line counts.

o  Data reduction features, whereby DMS allows user specified sums,
counts and statistical operations to be performed on specific item
names or values,

o Page headers and trailers,

o  Outputs, whereby DMS allows user to cause multiple copies of a
report or to cause output to conform to certain output forms.

o  Special outputs, whereby DMS provides to user upon request special

oatputs such as job summaries either on high-speed printer or at a
terminal,

Other capabilitics which can be performed by the interrogation func-
tion enable the user to produce or create data values and retrieval specifica-
tions at one point in a sequence of operations to be used at a latey time, e, g.,
during output presentation. This capability includes the prcduction of tem-
porary files which can be used as an input file in another statement or to
produce additional copies of previous outputs ~r reports; the creation of pre~
stored retrieval specification; the modification of tgose specifications; and
the parameterized execution of these specifications,
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Language Attributes of Self-Contained Systems

This section identifies the possible capabilities of the data handling

languages provided by the self-contained system to its functions concerned
with selecting and transforming data. A system may have multiple languages
or sub-languages which vary in for.n. These forms can be divided into four

Narrative - an English-likeé language form which, though‘having syn-
tactic descriptions, resembles English sentences.

Keyword - a language form consisting of a sequence of attribute-
value pairs. Languages for systems that operate in an interactive
mode are usually of this type.

Separatcsy - a language form like the keyword form whereby there is
a keywozrd followed by a scquence of attribute-values separated by
some special character.

Fixed position - language form in which each element of the defini-
tion appears in a fixed position (e.g., punched card column) on an
input medium, Often a preprinted form or questionnaire is provided
to simplify the user's task,

The major portion of this section describes the procedure oriented

capabilities that the language(s) may possess. Included are arithmetic and
logical capabilities of the language as performed by conditional and arith-
metic expressions. The composite elements of such expressions are iden-

Operands

A data entity upon which an operation is performed. It may be sim-
ple, i.e., a literal value, an item or the results of some computa-
tion, or it may be a combination of simple operands. When the
values of two items are compared, the two operands may be differ-
ent items or the same items. They may be selected from the same
logical entry or from two different logical entries.

Operators

The devices used for expressing the relationship between operands,
This includes conventional and special comparators, functionzal op-
erators, arithmetic operators, data reduction operators, Boolean

operators and geographic search operators by which item values in
geometric area. can be located based on geographical coordinates,

Complexity of Fxpressions
The level of complexity of expressions indicates the number and

variety of combinations of expressions, This capability involves
the provision for compound logical expressions, levels of nesting
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within expressions, quantitative limitations on formation of com-
pound expressions from simple expressions and mixed mode ex-
pressions.

The following segment provides a detailed breakdown of DMS attri-
butes telative to data manipulation functions,
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Data Manipulation Functions

A, File Greéation

1.

Input file definition

System specified format required

User specified format permitted

Sarne facilities provided for definition of master file
Same facilities provided by update function for defining
transactions

User can specify access method for input file

Data and storage structure definition performed in single
task

Allocation of media space

a.

C.

Operating system facilities provide for:

(1) Space allocation for input file
(2) Space allocation for master file
(3) Interchangeability of device type
(4) Overflow areas

{5) Diagnostics

Utility programs provided
User specifications required:

(1) Device type
(2) Blocking method
(3) Space reservation for:

(a) File size
(b) Overflow area
{c) Working area

Provision of input data file

a.

Acceptability of input data files generated on other compu-
ters or under different operating system:

(1) Foreign files accepted
(2) Physical media:

(a) Magnetic tape
(b) Disc
(c) Other

Acceptability of files produced by other system processors
within the operating system under which the DMS operates:
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(1) COBOL
(2) FORTRAN
(3) PL/1

(4) ALGOL
(5) Other

c. Acceptability of input data constructed from existing system
files by the use of the interrogation function

d. Acceptability of input data as a stream of transactions

e. Hardware environment:

(1) DMS can accept input data from the following local se-
quential devices:

(a) Card reader
(b) Paper tape
(¢} Magnetic tape

(2) DMS can accept input data from local keyboard devices
(3} DMS can accept input data from the following remote
seqaential devices:

(@) Card reader
{b) Paper tape
(c) Magnetic tape

(4) DMS can accept input data from the following local di-
rect access devices:

(a) Drum
(b) Disc
(c) Data cell

(5) DMS can accept and incorporate format descriptions
for input data from:

(a) Card reader

(t) Paper tape

(c) Magnetic tape
(d) Keyboard device
(¢) Drum

(f) Disc

(g) Data cell

(6) DMS can accept and incorporate file descriptions from:

() Card reader

{b) Paper tape

(c) Magnetic tape
{d} Keyboard device
(e) Dfum

(f) Disc




(g) Data cell

(7) DMS can accept and incorporate file descriptions from
a remote:

(a) Card reader

{b} Paper tape

(c) Magnetic tape
{d) Keyboard device

f.  Multi=file tnpat capabilities
g. Format requirementn,:

(1) Direct correrpondence between the sequence of the in-
put data anda the logical organization of the file to be
Zenerated

(2) Several different formats for the input data during file
creation are permitted

(3) If data is in machine readable form, system can review
it to determine transformation, restructuring or editing
requirements

(4) File may be prepared through use of interrogation func-
tion

4, File population

a. Accomplished through update function
b. Accomplished through separate creation function
c. Validation facilities provided:

(1) Item value validation criteria (see Data Definition)
(2) Sequence check of entries
(3) Size check of entries

d. Data transformation:

(1) Transformation of item values
(2) Encoding, decoding of item values
(3) Reordering of items, group, entries

e. Monitoring and error detection facilities provided during
file population

5. Creation function monitoring

a, System detected errors

b. Operating system detected errors

¢, User specified conditions for error detection
d. On-line corrections permitted

e. Batched corrections permitted

f. System statistics reports

g. Restart and recovery procedures provided
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h. Run history of reccgnized errors provided ;
B. Filse Update

1. More than one update mode exists within the system character-
ized by differing:

a. Functions

b. Languages

c. Input media

d. Amount of user control

2, Sources

a. Input medium for transaction (see FILE CREATION, Pro- 7
vision of Input Data File)
b. Batch processing may use:

(1) Prestored information:
(a) Transactions
(b) Transaction definitions
(c) Transaction programs
(d) File update procedures may bz prestored:

{1 In source form
(2 In object form (system library)

(e) Prestored update procedures may be modified
either permanently or temporarily:

(1 Stored library form (the procedure as stored

on the library is modified and the change is
permanent)

(2 Temporary modification can be made at run
time and is effective only for the current run

(f) Parameterized procedures can be prestored and
the parameters entered at execution time

(2) At the beginning of the transaction stream:

(a) Transaction definitions
(b) Transaction programs

(3) In the transactions:

(a) Transaction definitions
(b) Transaction programs

¢. Remote terminal processing may use:
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(1) (Same as II-B-2-b above)

Transaction ordering:

(1) User responsibility required by the system:
(a) For all processing modes

(2) Transactions can be processed in any order
(3) System performs presort

Transaction definition

Facilities described under Data Definition available to
transaction definition
Format and placement:

(1) Format(s) used (fixed, tabular, narrative, etc.)

(2) System required format

(3) Separation of transaction and transaction definition
required

(4) Format and placement requirements differ according
to:

(a) Update mode used
{b) Transaction data element defined

(5) Data mapping is a function of transaction definition
(6) Data validation features provided
(7) Data editing and transformation features provided

Transaction program

a,

c.
d.
e.

Facilities described under Language Attributes of Self.
Contained Systems available to the transaction program
Format and placement:

(1) Formats used

(2) System required format

(3) Separation of transaction program and transaction
definition

(4) Format and placement requirements differ according
to update mode used

Data mapping is a function of the transaction program
Data validation features provided
Data editing and transformation features provided

Data access and manipulation

a,

JJata access:
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(1) Automatic capabilities (no user specification):

() Automatic trxnsaction and entry access by match-
ing identifiex

(b) Automatic file reading

(c) Automatic file writing

(d) Automatic capabilities differ according to update
mode used

(2) User control:
(@) File reading:

(1 User control requirernents differ according
to update mode used

(b)  File writing:

(1 User control requirements differ according
to update mode used

b. Data selection:

(1) Achieved through statement of logical relations to be
satisfied before the transaction is applied to the file:

(a) Conditional expressions used:

(1 Capabilities described for conditional ex-
pressions listed uader Language Attributes
of Self-Contained Systems available to data
selection process

(2) Achieved through matching of transaction and entry
identifiers with no further specification of data selec-
tion criteria

c. Data change operations:

(1) Data manipulation facilities described under Language
Attributes of Self-Contained Systems available to data
change process

(2) Arithmetic changes:

() Use of literals; e. g., add (100, 000) to population
where 100, 000 is a literal and population is a
name

(b) Computation of a new data value (the capability to
cempute a new data value from other data values)

(¢) Arithmetic operators used include: ¥, =, +, /, %%

(d) Arithmetic changes can be performed on value
contained in all occurrences of a specific itern
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(e) Specific errors detected by the system during
arithmetic change attempt

(f) Supplemental information reported by the system
during arithmetic change attempt

(3) Non-arithmetic changes:

(@) Insert (the capability to insert physical values,
sets of values, or entries to a file that has pre-
viously defined their jogical counterparts) of:

(1 Item:

-a- Update mode(s) used

-b- Data change operators used

-c- Specific errors reported by system dur-
ing item leve!l insert

~-d- Supplementa‘ information reported by
system during item level insert

-e- User specified errors or information to
be reported

~-f- User specified course of action under
predefined conditions

(2 Group:

-a- Update mode(s) used

~-b- Data change operatcrs used

-c- Specific errors reported by system dur-
ing group level insert

-d- Supplemental information reported by
system during group level insert

-e- User specified errors or information to
be repo-ted

-f- User specified courses of action

(3 Entry:

~a~ Update mode(s) used

~.b- Data change operators used

-c~ Specific errors reported by system dur-
ing entry level insert

-d- Supplemental information reported by
system during entry level inser

Lo -2= Usger specified errors or information to
o %, be reported

N -f- User specified courses of action
f;,, (b) Delete (the capability to delete physical values,

P sets of values or entries to a file that has pre-

viouely defined their logical counterparts) of:
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(1 (Same as those litted under II-RB-5-c-3-a)

(¢) Replace (the capability te replace physical values,
sets of values or entries to a file that has pre-
viously defined their logical counterparts) of:

(1 (Same as those listed undesr II-B-5-c-3-a)

(d) Identifier changes for:

(1 (Same as those listed under II~-B-5.c-3-a)

6. File update monitoring and error detection facilities:

a.
b.
c.
d.

System detected errors
Operating system detecied errors

User specified conditions for error detection
On-line corrections permitted

Batched corrections permitted

Run history of recognized errors provided
List of rejectesl transactions provided
System statistics reported

Audit traii featuves provided

Backup file features provided
Maintenance of file storage during update:

(1) Performed by operating system
(2) Performed by the DMS

C. Interrogation

I. Query Language:

a.

Sufficient reperitoire of comparators and connectors is
provided including:

(1) Operators
(2) Logical connectors

Expressions entail:

(1) Compler expressions

(2) Levals of nesting

(3) Combined expressions

(4) Mixed arithmetic/boolean expressions

Sufficient mathematical functioas are provided
Procedural language actions:

{1} Open and close of files
&) Dita transfer between lovels of mernory
(3} Specification of ardhmetic fuonctions




«@° -

N

(4) Definition of temporary storage in high-speed memory
(5) Statement labeling

(6) Statements transferring execution control

(7) Statement looping

Data Selection

a. System facility used
b. Data selection statements available
c. Depth of search:
(1) Locate specified data element from any level in logical
organization of the data base:
{a) Retrieve from a specified instance of a repeating
group
(b)  Retrieve from all repetitions of a repeating group
(2) Distinguish between the absence or presence of data
values at any level of data
d. Capability to terminate a search based on a specified num-
ber of group instances qualified
e. Capability to use the results of a single selection as input
values to a subsequent seiection
f. Capability to locate groups of data that satisfy search cri-

teria and allow the use of the following rules to define re-
lated data groups that qualify for retrieval:

(1)
2)
(3)

4)
(5)

(6)
(7)

Locate only those 'nstances of a group whose item
values satisfy the search criteria

Locate a superior group only if all instances of a sub-
ordinate group satisfy the search criteria

Locate a superior group if at least one instance of a
subordinate group satisfies the search criteria
Locate all subordinate groups of a qualified group
Locate a superior group based on a subordinate group
that is more than one level removed

Locate any group related to a group that satisfies the
search criteria

Locate those instances of a group whose items do not
satisfy the primary search criteria but satisfy alter-
nate or secondary search criteria

Data Extract

a. System facility used
p. Data extract statements available
¢. Data elements extracted (data value)

d. Attributes of data element other than data value which can

be extracted:
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a.

b.

c.

(1) Name

() Type

(3) Length

(4) Date stamp

(5) Existence status

(é) Other descriptions stored at data definition time

Extract data elements used as search criteria in conditional
expression
Extract text through:

(1) Association with formatted data
(2} Content based on search criteria

M. ltiple routing of user-selected outputs

Op onal routing or output to devices other than user's
term.nal

Capabtlity to extract particular sets of data values for addi-
tional processing (e.g., sorting) based on the evaluation of
the conditional expression

4, Storage and Recalling of Interrogation Statements

Statements may be stored, recalled aad modified for one
use only

Statements may be stored, recalled, modified and restored
under a new name for rnultiple uses, without destroying the
original statement

Statements may be stored 2nd recalled with the user supply-
1ing parameters ro complete the query at execution time
Statements created for later execution can be composed:

(1) At a console
(2) In a batch mode

User can request execution of a pre-stored query directly
from:

(1) Remote consoles
(2) Local consoles

Statements composed on-line are:
(1) Executed directly

(2) Batched for execution
(3) Both

\, ¢ 5. Temporary File Creation

S a,
\..

Establish a t.-mporary file for additional processing which
is a subset ot and has the same logical structure as the fite
from which it was produced for additional processing:
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(1) Temporary file can be used as an input file in another
function or output presentation

Establish a temporary file whick is not the same logical or
physical structure as the system file:

(1) Temporary file can be used to produce additional
copies of previous cutputs or reports

Repaort Formatting

a‘

C.

e,

Standard mode - output presentation in selectable standard
formats:

(1) Available under demand scheduling

(2) Available under recurring scheduling (outputs produced
at a specified frequency, e.g., daily, 3 times daily,
weekly, etc.)

Report generation mode - ability for user to compose de-
sived output formats:

(1) Available under recurring scheduling
(&} Availakle under demand scheduling

User can specify:

(1) Recurring echeduling for standard mode output

(2) Reeourrirg scheduling for report generation mode output
(3) Demand sckeduling for standard mode output

(4) Demand scheduling for report generation mode output
All validation and editing capabilities are available in:

(1) Standard output mode
{2) Report generation mode

Output presentation capability includes as a library function
the ability to compose:

(1) Cover pages
{2) Title pages
(3} Distribution lists
{4) Special handling instructions
Onm-line/off-line capabilities provided:
{1) ©On-line ontput media;

() Typewriter

(b) Display
fc)  Teletype

51




a.

CQ

{2) Off=-line output media:

{a) Tape

(b) Disc

(c) Printer

(d) Card punch

(3} Audio:

(@) Spelled voice
(b) Spoken voice

(4) Automatic conversion to account for the specific char-
acteristics of any given device is provided:

(a) Standard method for representing characters that
do not exist on the device is included

7. Standard Output Mode Features

Standard formats are:

(1) Parameter-driven
(2) Invoked by name

Standard report set includes the following report types:

(1) Tabular-column presentation of data

(2) Row-oriented (a simple row-by-row list of data values
with indentation to indicate their position in the hierarchy)

(3) Functional formats:

(a) Presentation of counts
(b) Summations

(4) File format (a presentation of the names and relation-
ships of the levels of the file)

Automatic formatting capabilities include:

(1) Column/row width

(2) Column/row spacing

{3) Line width

(4) Number of lines per page

(5) Above parameters can be automatically calculated and
adjusted to tne output device capacity

() User can specify parameters for the above formats as
an override option

User can specily the fultowing parameters when initiating
standard formats:




(3)
(4)
(5)

(6)

(7)

Report title(s)
Security classification:

(a) User authorization
(b) Highest classification of output data

Date or as-of-time
Page numbers
Column headings:

(@) Item name (item name appears at head of column
of its values)

(b) Query specified (user specified title replacing
or added to the item name)

(c) Data description title (heading other than item
name specified in the data description)

Trailer information (information provided at bottom of
each output page, e.g., page number and security
classification

Table of contents based on report titles

e. Special functions which can be selected by user:

(1)
@)
(3)
(4)
(5)
(6)
(7)

(8)
(9)

(10)
(11)
(12)

(13)
(14)

Counts of item occurrences

Counts of unique item values

Counts of particular item values

Counts based on conditional queries

Sums of particular item values

Percent total

Different reports (system can generate different re-
port formats from one retrieval statement)
Multiple copies (system can provide more than one
original copy of the same report)

Statistical functions of item values:

(@) Mean
(b) Median
{c) Mode

{d) Standard deviation

Editing functions

Decoding functions

Capability to override decoding transformations (ob-
tain stored data value)

Subtotals

Subcounts

8. Report Generation Mode Features

a, Headers - *he capability to employ for titles, row headers
and column headers, the following:

53




(1) Literal values
(2} Item names

b. Positioning - the capability to specify for titles, column
headings, row titles and items, the following:

(1) Vertical position
(2) Horizontal position
(3) Data value position
(4) Right-justification
(5) Left-justification

c. Pagination specification - the capability for the user to
specify the following parameters:

(1) Starting page

(2) Page increment number
(3) Page number

(4) Last page

(5) Location of page number
(6) Page break on:

(a) Sort key

(b) Value of a sum

(c) Number of lines on a page
(d) Particular count value

(e) Output form

(7) Termination of output based on:

(@) Number of pages
(b) Number of lines
(c) Item values

(8) In the absence of these specifications, several standard
options are provided

d. Data reduction features include:

(1) Maximum item value
(2) Minimum item value
(3) Statistical functions of specified item values:

(a) Mean

(b) Median

(c) Mode

(d) Standard deviation

B (4) Counts of item occurrences

e (5) Counts of all unique item values

¢ (6) Counts of particular item values
(7} Sums of aull occurrences of an item
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(8) Percent total
e. Page headers and trailers include:

(1) Security classification
(2) Page number

(3) Date

(4) Time

(5) Report titles

(6) Table of contents

(7) Column headings:

(a) Item name/number
(b) Title specified in query
(c)  Title for column heading in data description

f. Outputs

(1) Use of preprinted forms

(2) Spread sheet output (e, g., output is two physical pages
wide)

(3) Different report formats from one retricval

(4) Multiple copies of a report from one retrieval

g. Special outputs available upon request:
(1) Control file reports:

(@)  List of stored procedures

(b)  Specific logical file organization
(c) Items in a specified group

(d) Data definitions of:

(1 Coding

(2 Transformation

(3 Validation criteria
(4 Security

(2) Job summaries:

(@) Rejected data

(b)  Validated transaction data

(c) Invoked procedures

(d) Error conditions

(e)  Statistics (e.g., number of entries processed,
volume of transaction data, etc, )

D. Language Attributes of Self-Contained Systems v

l. Language Form:

a, Narrative
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b. Keyword

c. Separator

d. Fixed position

e. User defined changes to the language:

(1) Synonyms for verbs
(2) Syntax changes
(3) Semantic changes

2. Language Operands
a, Simple operands:

(1) Item

(2) String value

(3) Numeric value

(4) Variable

(5) Functions

(6) Square root

(7) Natural logarithm

(8) Results of computation
(9) Trigonometric:

[R) Sine

(b) Cosine

(c) Tangen*

(d) Arcsine, arccosine, arctangent

b, Compound operands:

(1) Any combination of simple operands
(2) Different group instance; same item
(3) Difierent entry; same item

¢, Transformation of standard operands:

(1) System can transform the following operands to pre-
sent them consistently with their file counterparts:

(a) Date

{b) Time

{c) Temperature
(d) L.ocation

{¢) Pressure

(£) Distance

(g} Volume

3. Language Operators
a, Basic rclational operators:

(1) Egqual
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{2) Not equal

(3) Greater than

(4) Less than

(5) Greater than or equal
(6) Less than or equal

b, Special operators:

(1) Greater than but not blank
(2) Less than but not blank

(3) Character pattern

(4) Absence

(5) Between

(6) Mask match

(7) Maximum/minimum

(8) Empty

(9) Increase/decrease

c. Functional operators:

(1) Increase
(2) Decrease
(3) Product
(4) Sum

d. Arithmetic operators:

(1)
(2)
(3)
(4)
(5)
(6)

e. Mode of computation permitted:

3~ 4+ 1

%

(1) Floating decimal
(2) Decimal
(3) Integer

f.  Reduction operators:

(1) Count

(2) Total

(3) Average

(4) Partials (subtotals, subcounts)

g. Logical connectors:
(1) AND

(2) Exclusive OR
(3) Inclusive OR
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(4) NOT
h, Geographic search:

(1) Circle

(2) Convex polygon

(3) Concave polygon

(4) Straight-line intersections
(5) Combinations of the above

4. Statistical Operations
a. Calculate:

(1) Arithmetic mean

(2) Mode

(3) Median

(4) Standard deviation of a field

b. Count;

(1) Number of unijue values of a field
(2) Number of occurrences of a particular field value

5. Conditional Expressions
a, Types of conditional expressions permitted:

(1) Logical

(2) Arithmetic

(3) Boolean

(4) Combination of the above

b. Natural evaluation of expressions (e.g., left to right scan
of the following symbols: (), *, -, +, and exponentiation)
c. Complexity of conditional expressions:

(1) Capability provided to mix arithmetic and boolean ex-
pressions

(2) Operand may be mixed mode

(3) Number of conditional expressions that can be com-
bined directly

(4) Number of levels of nesting using parentheses

(5) Minimum of 40 operators and operands per expression

(6) Comrpound conditions on same item within expression

(7) Preceudonce rules for logical connectors within ex-
pression

(8) Logically connected conditions on several items but
with the same reference quantity within expression

d. Conditions may be specified for:
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(1) ltems
(2) Groups
(3) Entries

e, Expression can be given an identifier
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3. DMS System Control

DMS system control involves the ability of the system through its com-
munications and housekeeping capabilities to be both controlled and used ef-
ficiently and to be evaluated for the planning of modifications directed toward
improving its performance. Pertinent capabilitiec include monitoring, error
recording, restart and recovery procedures, and security., Scheduling capa-
bilities in multipr: ~essing, multiprogramming and multi-user environments
are outlined in Hosi Environment Interrelationships (Section II. 4).

The monitoring capability provides an optional recording of DMS activity.
Recording control pertains to the use of recording categories which define a
particular collection of events to be recorded, Every event to be monitored
in the DMS is assigned to a category. The highest system recording category
records all events defined. Lower categories record a particular subset of
specified events, A system usually provides for varying the recording fre-
quency based on the system recording category in operation or upon such
criteria as specific time of day and specific sampling period,

Information gathered covers two categories of system use, data base
access and program module use, and can cover both general statistics and
specific facts, The general statistical information proviied by monitoring
are tallies o” events such as total items retrieved and tallies of the number
of consoles in use and the number of disc seeks issued; total times for events
such as total time for processing a cpecific job or total time required to
search the file; and standard job accounting or job history which may supple-
ment standard operating system accounting.

Specific information can be provided by two modes of monitoring: de-
mand and background, Demand monitoring invulves the surveillance of a
condition or conditions specified by the system manager and provides for
both standard and specialized queries cf avstem activity at the discretion of
the system manager.

Standard queries report on such system activity as what devices and
modules are currently in use, what type of file is beinpg accessed, what users
are currently active and what amount of working storage is available. Spe.
cific queries single out particulars of system activity such as data accessed
by a specific user within a given time period oz the time of the la:t update
performed on a specific file,

Background monitoring occurs on a continuing basis in order to maintain
system regulations, It informs the system manager of the existence of ab-
normal system use such as attempts to access the data base illegally or the
reasons for abnormal termination of runs,

The DMS should also have an error recording capability which provides
for data base accountability, the assurance of processing integrity, the full
identification of errors and the correction of error conditions, All user
initiated communications including data input is subject to system error de~
tection and validation, including checking for format, syntax and semantics,
The DMS should b+ able to record errors by the operating system such as
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hardware yenerated errors. The provision for diagnostics is also important
to assist the system user in checking out new procedures and developmental
files. This provision is actually a test mode of operation which facilitates
debugging operations as well as protecting the system against possible simple
and catastrophic failures resulting from test failures.

The DMS should have capabilities necessary for the recovery from in-
terrupts and from programmer, operator and hardware errors, To provide
for the event of catastrophic failures, the system should also be able to main-

tain a backup data file,

Another pertinent attribute of system control is the provision of security
features to protect the information contained in the data base from illegal
access, These features can include restriction of access through invoking
read/write protection at various levels of data, automatic destruction of data
on any storage device in the event of imminent compromise, the automatic
clearing of any area of core containing classified information immediately
after the last use of that information, and the assignment at file definition
time of access locks or security codes to files, entries, groups and items,

Of further interest to the user are the time security clearance takes
place, the levels of data at which security restricticns can be defined by the
user, the extent of security restriction application (data access and/or data
modification), and the security clearance procedure to be satisfied by the
user himself befocre he can execute any data handling statements.

The following segment provides a detailed breakdown of DMS attributes
associated with DMS system control.
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III, DMS System Control

A, Monitoring

1.

Recording Control

a.

bl
c#

Capability for user control (user can specify types of events
to be recorded)

Numb:r of recording categories provided
Capability for system to vary the recording frequency based

on:

(1)
(2)
(3)
(4)
(5)

Time of day

Time interval

Sampling rate

Sampling period

System recording category in operation

General Information Recorded

a,

Capability for generating and recording the following types
of statistics:

(1) System tallies:

2)

(3)

(@)
(b)
(c)
(d)

Item retrieved - count of the number cf items
retrieved

System module executed - a 15t of which system
modules have been executed and how often
Device usage - tallies of the number of consoles
in use and the number of disc seeks issued

Input transactions - a tally of the number of
transactions applied to a file anc of those trans-
actions which were rejected

System event times:

(2)
(b)
(c)

Job execution - total time for processing a spe-
cific job

System module execution - total processing time
for each system module used

Data access - total time required to search the
file

Job history:

(@t

(b)

Capability to provide « bistory of all OMS jobs
on demand
History information includes:

(1 Proprammer definition
(¢ Job time:
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-2. Time on
-b- Time off
-c- Duration

Job termination:

-a- Successful
-b- Unsuccessful
-c=- Abnormal termination reason

1/0 time by I/O event

CPU time by task

DMS modules executed by execution sequence
0O/S modules executed by execution sequence
I/O device usage by access sequence

Data accessed or modified

Record of operator intervention

(c) Capability for off-line storage of histoyical data

Specific Information Recorded

a, Data base access:

(1) Capability to record for any level of data, the following:

(@) Who initiated the access
(b) What program modules were employed, includ-
ing, for each employment:

(1
2

Time in
Time out

(¢}  What level of data was accessed

(2) Capability to define new data to be collected
(3) File backup capability for recovery purposes or statis-
tical analysis

b. Program modules:

(1) Capability to obtain for each program module used:

{a) User identification

(b) Initiation time

(c) Termination time

(d) Other information as needed

Monitoring Levels

a. Provision for demand monitoring
h. Provisicoa for background monitoring on a continuing basgie
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o, K. Error Recording

(1) Demand monitoring:

(a) Standard queries:

‘What queries are currently active

What type of file is being accessed

What is the classification of the file being
accessed

Amount of working storage available
Which devices are currently in use

{(b)  Specialized queries:

Capability to specify:

-3
.
-Ce

Which events are to be recorded
Conditional recording of events
Dynamic overriding of recording

Specialized queries can include:

5% 1Y

~b-

-Ce

' de

-e-

-fu-

Itemization of all users who have acces-
sed a specific file within a given time
period

Time of last update performed on a spe-
cific file

Person who performed the update

Data accessed by a specific user within
a given time period

A list of all files currently in the system
and their classification, size and resident
storage device

A list of all users authorized access at a
given security leve! and all files included
in this classification

Itemization by name of all procedures
created by a specified user, providing
them for selective viewing on a CRT
terminal

(2) Background monitoring

(a) Capability for system manager to monitor the
- system for in:stonces of abnormal system use:

Attempts to access sysluwa cperation capa-
bilities

Attempts to access the data base illegally
Abnormal termination of runs
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1. System Detected Errors

a. Item values - includes invalid characters, incorrect num-
ber of characters, invalid values, etc.

b. Transaction format - includes invalid field lengths, incor-
rect sequence of values, invalid transaction codes, etc.

c. Procedural statements - involves syntax or punctuation of
procedural statements

2. Operating System Detected EFrrors

a. Equipment malfunctions - hardware generated errors

b. Task or job specification errors - errors in requesting the
execution of a tack or job, e,g., incorrectly naming the
program to be executed, incorrect device specification, etc,

3. Diagnostics Provided

a, Snapshot dumps of work areas
b, System program dumps
c. Breakpoint capability:

(1) Conditional termination
(2) Conditional execution

d. Trace of the procedural program

e. Indication when a file or procedure is not acceptable for
incorporation into the system

f. Trace of item values at any level of aggregation which is
being accessed

4, User Specifications for Dumps and Traces

a. User sp ' «d cutput media for dump or trace
b, Uzer can .ause dumps to occur or traces to begin and end
o a .oints within the processing which are:

o T {1) Predefined

(2) Conditionally defined (when procedure is conipiled)
e (3) Defined at execution time for batch mode

(4) Dynamically defined on-line

c. User specified amount of output from a duvmp or trace
PP d. User specified type of information that is made available
‘ for each element of the dump or trace

e, User specified memory areas to be dumped:

o (1) Absolute memory locations
- (2) Symbolic rames of:

P e {a) Jobs

;» : {b) Procedures
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(3) Parts of jobs or procedures
(4) Several non-contiguous areas of memory by a single
dump command

User specified data base areas to be dumped:

(1} File names

(2) Group names

(3) Item names

(4) Several portions of a data base in a single dump state-
ment, e, g., two different files

User specified:traces of:

(1) Procedures and subroutines

(2) Times:
(@)  Start
(b) End

(c) Duration
(3) Input arguments:

{a) Names
(b) Values

(4) Items updated:

(@) Item identification
(b) Old item value
(¢) New item value
(d) Time of update

(5) System resources used:
(a) Type of resource, e.g., CPU component, tape
unit
(b) Specific identification of resource
User specified limitation of trace of:
(1) Procedures
(2) Data
(3) Resources
User specified limitation of trace to:
(1) Specified occurrence intervals
(2) Specified logical conditions

(3) Specified maximum trace lengths
(4) Specified points for trace to begin or end in terms of:
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(a) Occurrence intervals, e.g., begin trace after
50th subroutine has been executed
(b) Times, e.g., cease trace after 10 minutes

C. Restart and Recovery

1'

Detection and recovery provided from errors caused by:

a. Programmer
b. Operator

c. Hardware

d. System

Error messages contain recovery instructions automatically or
upon request

File backup capability for restar! or recovery from data base
damage:

a. Generation of log file of transactions entering system from
terminals

b, Generation of log file of messages sent by system to ter-
minal

c. Storage needs for ‘ackup, e.g., extra tape drives

Processing interrupt:

a, Processing may be abandoned at any time by the user
b. Processing of a user program may be suspended at any
time by:

(1) The system operator
(2) The user

c. Recovery from job suspension provided through:

(1) Full save provisions
(2) Full restart provisions

d. Processing can be terminated by user at other than normal
termination points

e. Portions of a program normally processed can be skipped
on a temporary (one time only) basis

D. Security Features

l.

Security restrictions can be applied at file definition time at:

. File level
. Entry level
« Group level
. Item level

oo
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10,

11,

12,

Security restriction applies to:

a, Data access
b, Data modification

Clearance takes place:

a, At the opening of the data base
b, At time of issuing data handling language statements

Clearance levels provided for any level of data;

a. Unclassified
b. Confidential
c. Secret

d. Top secret

Number of access categories within each security level
Specification of a higher classification for an entire report than
the classification of the report components

Capability to have classification level names adjusted by the user
Capability to have classification level names abbreviated
Provision of an automatic destruction capability for:

a. All on-line storage devices
b. Remote disc packs
c. Remote tapes

Necessitation of physical intervention for destruction of:

a. Internal storage
b. Non-internal storage, e.g., tape, disc

Provision of read protection for:

a, File
b. Entry
c. Group
d. Item

Provision of write protection for a:

a., File
b, Entry
c. Group
d, Item
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4. Host Environment Interrelationships

Identified in this s.:ction are the possible aspects of the data manage-
ment systen.s dependency upon or .nterrelationship with its host environ-
ment, that is, procedural language ;rogramming facilities, operating system
facilities, and hardware configuration.

a, Host Language Attributes

This section should pertain only to the study of systems which are
built upon procedural languages such as COBOL or PL/1 as opposed to sys-
tems providing only the self~contained functions described earlier (data defi-
nition, query, output presentation, creation and update) which do not require
conventional procedural programming. The programming facilities embedded
in the procedural language, which is the host language, represent capabilities
distinctly different from those of the self-contained functions. Attributes of
these facilities included here have been obtained exclusively from one source:
Feature Analysis of Generalized Data Base Management Systems, a report
compiled by the CODASY L Systems Committee in May 1971 (see Bibliography).
A thorough, well-organized explanation of the attributes of host language
programming facilities, which are merely outlined here, can be found in
Section 7 of this report entitled, "Programming Facilities. "

b, Hardware Environment

Some systems are designed to operate only on one particular config-
uration, while others are designed to be machine independent. The attributes
identified within the area of hardware configuration include the following:

o Minimum hardware configuration. When considering the minimum
hardware configuration which is used to support the system, the
processor involved, the minimum memory provided for both on-
line and batch versions, and the required hardware options must be
included. Such a consideration might find, for instance, that the
minimum configuration merely allows space for the operating sys-
tem of the particular machine plus the particular DMS without pro-
vision for buffers,

o Data base storage media., Attributes of storage media include re-
quired storage for the operatiug system alone, additional require-
mente for the data management system, and other secondary storage
supported for data base storage, e.g,, extra tape drives to allow
backup for restart and recovery from data base damage.

o Terminal equipment., Various types of terminal equipment are used
with on-line systems. Considerations should involve the terminal
types available, the number of terminal types that can be active at
one time, and the location of the terminal,
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¢, Operating System

Data management systems rely on operating systems to varying de-
grees. Pertinent attributes of this relationship to be considered include op-
erating environment, scheduling, modes of processing available and software
interface.

o Operating environment. An important attribute of the operating en-
vironment is the method of scheduling a group of programs or run
units. Any single prograrn may be in one of these states:

o Running (being serviced by a CPU).

o Blocked (unable to run because it is waiting for some other
action to be completed before it can be rescheduled),

o Waiting (ready to run, but in a queue until the CPU or other re-
sources are available to it; it will enter into execution when it
has the highest priority of all other waiting jobs).

Depending upon the design of the operating system, there may be one
or several programs co-resident in the machine, They may be run concur-
rently or separately, They may also run for a fixed amount of time and be
terminated for rescheduling, or be rescheduled only when blocked., Three
categories can be used to describe such possible features:

o Uniprogramming system is one in which a program is initiated and
the scheduler component of the O/S does not start another program
until the first one is completed.

o Multiprogramming system allows all three states of a program to
exist (running, blocked and waiting).

o  Multiprocessing system is one having more than one processor.
Each CPU of such a systemn can adopt the attributes of either a uni-
programming or multiprogramming system.

d. Scheduling

Scheduling involves the ability of the operating system either to pro-
vide echeduling facilities in a multiprogramming, multi-user environment or
to supplement existing DMS facilities. The handling of the problem of con-
currency, when two or more users may be running programs which endeavor
to perform one or more functions (create, update, query) concurrently on the
same or different portions of the data base, must be considered. Can the
operating system, for example, handle the simultaneous creation of two
files? What methods are used so that concurrent functions can occur when
onily one copy of the DMS exists? Can concurrent operations be performed
on different data files?

o Software facility interfaces. Outlined here are attributes of the
possible operating system functions available to the DMS which
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affect the way in which the DMS performs or is implemented. These
include input/output facilities, remote processing control and other
facilities such as sort/merge and the compiler used in host language
systems and for own-code routines in self-contained systems.

Mode of system use. Modes of system use include interactive and
batch. These affect the way that data and procedures can be entered
and information retrieved. The interactive mode is oi two types
which may be supplied by a system fcr some. or all system functions.
The fizst type is the conversational mode, wnereby a user engages in
a dialogue with the system, usually on a question/answer basis in
which he responds to system provided questions or options in order
to execute his request. It is found in systems that lead the user
through the steps of a terminal session, or upon request tell the user
what alternatives he has at a specific point in a terminal session.
The second tyL? of interactive mode is the prestore. It occurs when
the terminal user is allowed to examine data and prestored proce-
dures and to specify execution procedures, data, and/or parameters
that differ from those that were prestored. Unlike the case of the
conversational mode, the system does not actively assist the user.
He must know beforehand what to dc and how to do it.
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IV. Host Environment Interrelationships

A. Host Language Attributes

Levels of Interface Provided:

a.

b.
C'

d.

Narrative or free form of writing down manipulation lang-
uage statements

Fixed tabular format (less scanning is required)

Call processing module (go directly to processing module,
no scanning, parsing, validation ov interpretation of wata
manipulation language statement is required)

Machine oriented interface (statements reference data at the
detailed physical I/0 level)

Programming Modes:

d.

Input (the transferral of data from the data base to the
program)

Output (the transferral of data from program to data base,
used in file creation or add modification)

Update (encompasses input and output):

(1) System keeps track of generations of a file

Access mode restrictions (i.e., update can only be per-
formed on random file under COBOL)

Access Methods

a.
b,
<.
d.

Sequential

Random

User specified

No mode distinction made by the user

Method of Invuking Programming Facilities

a.
b,

c.

d.

Programming facilities can be invoked from any host
language

Method of interface is different from one host language to
another

Method of invocation:

(1) Call to contrcl module
(2) Verb set

Explicit exit required from host language

Language Form

al
b.

Narrative
Fixed position
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c. Separator
d. Keyword

6. Addressable Data Structu.cs
a, File:
(1) Referencing statement
b, Entry:
(1) Referencing statement
c. Groeup:
(1) Referencing statement
d. Item:
(1) Referencing statement
7. Program-System Communication
a. Currency (keeping track of current position in the data base):
(1) Single pointer
(2) Multiple pointers
(3) User must reset ail currency pointers in an update
(4) Pointers are maintained in terms of an internal identi-
fier for each group
(5) Pointers reference:
(a) Entries
(b) Current group {most recent group processed)

(c) Parent group of current group

b. Error handling
c. Selection criteria:

(1) Selection of data is accomplished by the association of
an identifier with the data manipulation language state-
ment

-7 (2) Selection of data is accomplished by the association of

a conditional expression with the data manipulation

language statement:

(a) Conditional exprese.on capabilities for selection
. (3) Form and content of selection criteria:

R (a; Logical and relat’nal operators
(b} Comparison of item values to:
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(1 Constants
(¢ Ranges
(3 Other item values

(¢} Existence conditicns

(4) Selection criteria appear in the data manipulation
language statement

(5) Selection is achieved through communication items
initialized by the user with values of identifier items

8. Security
a. Security clearaznce takes place:

(1) At time of o ening part of data base for processing
(2) At time of issuing data manipulation statement

b. Program is linked to cniy part of the data base in a binding
process; the privacy of the rest of the data base is auto-
matically ensured

c. Security restriction is applied to:

(1) Data modification
(2) Data access
(3) Both

d. Secvurity is based on:

(1) Authority level
(2) Need-to-know level
(3) Both

e. Security is defined at the following levels:

(1) File
(2) Entry
(3) Group
4) Item

9. Data Manipulation Language Statements

a, Control statements (no data movement is accomplished)
b, Open statement (begin processing of data file):

(1) Mandatory for referencing data

(2) Ildentification of part of data base to be processed is
required

(3) Identification of processing mode is required

(4) Different restrictions apply to opening of sequential
and direct access devices




-

C.

Close statement (finish processing data file):

(1) Open and close statements are required in pairs
{2) Different restrictions apply to opening of sequential
and direct access devices

Cunditional statements (modify sequence in which host
language statements are executed)

Data retrieval statements (data from data base is moved
to user working area with no change in data base):

(1} Locate and access statements:

{a) Separate statements required for locate and
access
{b) Several retrieval options are available based cn:

(1 Use of selection criteria
(2 Data level accessed
(3 Random or sequential access

(2) Simple access statements (used to make data available
in user working area after location is determined, no
selection criteria is used):

() Statements unnecessary (system already provides
general purpose locate and access statement!

(3) Hold or reprocess statements (retain data in user worke-
ing area for future processing or to lock out access by
another run before present run is finished)

(4) Currency reset statements (reset currercy pointers)

Data modification statements:
(1) Add:

{a) Add data to end of file

(b} Insert data into a file

(c) Populate a null file

(d) Different statements used to perform different
add capabilities

(2) Change (change item values within instance of entries
and groups which previously existed within the data
base)

(3) Delete:

(@) Group only

(b}  Group and all dependent grouaps
(c) Group and optional dependent groups
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(d) Differ :nt statements used to perform different
delete capabilities

(4) Reorder statements (reorder the sequence of entries
in a file or group within a logical string, e.g., sort)

g. Special purpose statements (handling data in a communica-
tions environment or in primary storage):

(1) Table handling capability

(2) Communications (transfer groups of items, called
messages or transactions between user working area
and queues often associated with external terminal
devices):

(a) Incoming transactions may be used to interro-
gate or update the data base

{b) Transfer of transactions is accomplished usiny
the same statement provided for data base mani-
pulation

Hardware Environment

1‘

Minimum Hardware Configuration

a. Processors
b. Minimum memozry:

{1) Batch
{Z) On-line

¢. Required hardware options, e.g., decimal, arithmetic,
real time clock, drum stourapge, etc.

Data base storage media
a. Required storapge devices:
(1) Operating systern only:

(a)  Tape
(b) Direct access devices

) Addition for minimum data base wystem:
() Random access devices only
(b)  Any device supported by the particular aoperat-
ing system
(¢) Tape

Terurinal equipment




Traffic volume:

(1) Maximum number of on-line consoles or terminals that
can be connected to the system

{2) Maximum number of consoles that may be active at a
given time

(3) Maximum number of on-line users who may have jobs
being processed

Machine interface
System start-up procedure:

\i} Manual (data phoned to remote site, verbal to compu-
ter operator)

(2) Automatic (interrupt compiler from on-line console)

System sign-off procedure:

(1) Manual

(2) Automatic (sign-off signal to systerm)

(3) Console input message to remotc computer operator

Equipment:

(1) CRT:

(a) Dark room required
(b) Output presentation:

(1 En masse
(2 Line-by-line

{c) Cursor:

{1 Destructive

(2 Non-destructive

(3 Cursor can be positioned anywhere on the
screen

(4 Any display (contents of CRT screen) can be
printed by on-line user:
-a~- Typed command (software):

-1« Remote printer
-2~ Available printer

-b- Special purpose key (hardware):

-1- Rermote printer
-2« Available printer

-c~ Size of display:
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~1~ Number of lines
-2- Characters per line

-d- Available character set
(2) Teletype:

(a) Charz i »s per second
(b) Typing crrors corrected by:

(1 Backspace
(2 Erase character
(3 Delete line/command/query

(c) Noise level:

(1 Negligible
(2 Otherwise

(3) Keyboard:
(a) System reserved keyboard characters not avail-
able to user
{b) Number of special command keys
4. Recovery procedure for type or format error:
a. Correct a character
b. Correct a line
c. Entire procedure must be reentered
C. Operating System

1. Operating Environment

a, Uniprogramming system
b, Multiprogramming system:

(1) Number of co-resident jobs

(2) Numnber of simultaneous jobs

(3) Dismissal of a program when it is completed, blocked
or has exhausted its time quantum

(4) Roll-in/roll-out techniques (more than one program
physically in main memonry)

c. Multiprocessing
2, Scheduling
a, Data baze integrity (protection from proprams exteinal to

system):
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3.

(1* Operating system used to stop non-system accessing
T.ogram scheduling and interrupt handling:

(1) Operating system function used
(&) Special scheduling within the DMS

Concurrency of operations:

(1) Concurrent operations on a data bage may occur be-
cause:

(@) DMS allows more than one user to call simultane«
ously on the same or different functions

(b) Operating system allows more than one user to
interact with the same copy of the DMS

(¢) Cperating system allows more than one copy of
the DMS

(2) Concurrency during file creation-

(a) Two f'les can be created simultaneously

(b) The creation process on one file can be achieved
at the same time as other functions on another
file .

(3) Concurrency with single copy (when only one copy of
DMS exists):

(@) One application program called by two users who
interact with different data filea

".)  One application program interacting with the same
data file, called concurrently by two users

(c) More than one application program interacting
with different ¢ ita files

(4) Concurrency with multiple copies (when more than one
copy of the DMS is allowed within the operating system):

(a) Concurrent operations limited to one function,
e. g., multiple concurrent querying of a file, but
no concurrency of update

(t) Concurrent operations can only be performed on
different data files

(c) Concurrent operations can be performed on both
the same and different data files

Software Facilities

&

Use of operating system facilities by the DMS:




4.

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)

(9)

Access methods (the basic I/0 facilities of the operat-
ing system)

Task scheduier

Loader link editor

Space and resource management (includes allocation of
buffers and opening and closing of files)
Communication facilities

Additional features (sort programs, library utilities)
Cemmunications subsystems (terminal input and output
control)

Polling and queueing of messages is done by the operat-
ing system

Major scheduling of users is the responsibility of the
DMS

b, Other software:

(1)
(@)

Compiler
Sort/merge

Modes of System Use

a, Interactive mode:

(1

Prestored procedures (system does not actively assist
the user):

(a) Execution required directly from terminal
(b}  All necessary parameters supplied from terminal
(c) Capability is available to which DMS functions

b. Conversational miode:

(M
(2)
(3)
(4)
(5)
(6)
(7)
(8)

{9)

Capability is available to which DMS functions
Scenarico driven (walk-thru)

User caa request tutorial assistance at any time

User can suppress tutorial assistance at any time
Tutorials can be added

Tutcrials can be deleted

Tutorials can be modified

User can change from one level of Jialogue to another
at any time

Specific tutorials provided for:

(a) File definition

(b) File creation

(c) File restructuring
(d) Language use

(e) Query formulation
(f) Qutput processing

()  Error procedures
(h)  Recovery procedures
80




(10) Acknowledgement:

(@) Acknowledgement of all user-initiated dialogue
provid:d optionally at the user's request

5. Batched Processing
a, Multiple tasks

(1) Accumulation against a single file

(2) Accumulation against a given collection of files

(3) Processing of accrmulated multiple tasks may be done
in batch mode

b. Jobs may be entered through a remote terminal for:

(1) File generation
(2) Maintenance

(3) Retrieval

(4) Output

¢. Jobs may be entered through a local terminal for:

(1) File generation
{2) Maintenance

(3) Retrieval

(4) Output

d. Composition of job request at a2 remote terminal

e. Composition of job request at a local terminal

f. Request library procedures from a remote terminal

g. Request library procedures from a local terminal

h, Parameters can be entered for a library procedure from a
local terminal

i, Library procedures may be modified prior to execution;

(1) Temporarily
(2) Permanently

jo  System informs user when:
(1) Job is accepted
{2) Job errors are encountered

(3) Job is terminated

k., Maximum number of active users that can operate sirmnul-
taneously from remote terminals

6. DMS Transferability

Y a. System can be transferred between computers of the same
o 7 family operating under the same and different versions of
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operating system, or even an entirely different operating
system

b, System can be transferred to operate on computers that are
not in the same family

c. User must modify his procedures when transferring to dif-
ferent computers of the: same family or a different compu-
ter family

d. User must transfer his data base from one type of storage
device to another, either on the same or different compu-
ters or translate his data from one representation to another

D. Documentation Availability
l. System specifications
a. System description (overview)
b. Conceptual system description
c. Detailed design specification
d. Implementation specification
2, Operation documentation
a. User:
(1) File design guide
(2) Language reference manual
(3) System analysis guide
b. System operation:
(1) Operators manual

(2) System maintenance
(3) System administrative procedures
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SECTION III

SOFTWARE TESTING ATTRIBUTES

1. INTRODUCTION

The initial question is: can a DMS be tested? The answer is yes: a
DMS can be tested in several ways. In fact, its various functions can be mea-
sured in perhaps more ways than there are functions, which poses a signifi-
cant problem in any DMS acceptance test or evaluation. What measurement
technique or techniques would be most appropriate based on the specific
user's requirements, objectives, and testing capabilities? Perhaps a sim.
ple listing of the attributes of a given DMS as implemented in a given com-
puter environment will suffice. On the other hand, the modeling or simula-
tion of implementation strategies may be employed so that performance data
can be inferred or direct measurements obtained through the use of bench-
mark programs.

The three above stated techniques illustrate the two basic varieties of
tests; those which are passive, i.e., do not invoive the actnal operation of the
DMS, and those which are active and actually measure the system whether in
whole or part. The passive variety of tests such as analyzing the attributes
of various DMSs would constitute a soft measurement. The results would be
qualitative based on the evaluator(s) judgment as to the degree to which sys-~
tem attributes or the total DMS satisfy user requirements. The active series
of tests would quantitatively compare one DMS against another by measuring
the time expended in performing certain specified funciions (file maintenance
and report generatisn, for example). These measvres would be considered
hard in that timings can be derived from the actual perforrmance of the DMS,

This section, first, will discuss the importance of determining the cri-
teria against which each DMS is to be measured, Then, the type of testing
techniques, both active and passive, which can be used to measure the degree
to which each DMS satisfies the criteria will be considered. Each technique,
also, will be analyzed regarding its appropriateness and worth in the measure-
ment of specific DM3 attributes and a DMS in toto. Finally, a test methodology
will be described that will serve as a guideline to DMS test personnel in test
plan generation and e¢xecution.

This diacussion of DMS testing and test methodology, however, will not
attempt o evaluate the DMSs prasently available. Evaluation implies a know-
ledge of specific user requirements, which ara unique for each installation.

It would be foolhardy to attempt to assign a value to each attribute, that would
apply in each and every cuse. Instead, this paper suggests a methodology to
measure and test DMSs and collect timing and performance data. The statis-
tics, o gothared, then become the basis for making an evaluation. The
collected data do not, however, of themaelves, identify the best system since
this depends on the user's particular requirements. A two step process is
involved and this paper addresses the first step.
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2. THE DMS EVALUATION PROCESS

Because Data Management Systems are unconstrained by any widely
accepted standards, the task of DMS testing is hampered by the lack of
standard measurement criteria. Therefore, in a specific operational envir-
onment, any measurement task involves a two-step process. First applicable
criteria against which each DMS is to be measured must be determined.

Then, specific measurement techniques are employed to determine hcw closely
each candidate DMS satisfies the criteria. The type of criteria to be applied
also may determine the type of measurement techniques used. Therefore,
each step must be correctly done to ensure that a thorough and meaningful

test program is devised.

a. Measurement Criteria

Measurement criteria can only be developed through some type
of analysis zffort. What requirements must be levied on a DMS to satisfy
most the user's applications? This is not an easy question to answer be-
cause the conversion of user applications requirements to DMS requirements
requires a thorough knowledge not only of the applications environment but
also of DMSs in general. The selection of typical applications can be quite
a problem in a multifaceted and complex operational environment. If there
are diverse applications from which to choose, a subjective decisicn must
be made as to which applications are the most typical and therefore can pro-
vide a baseline agsinst which to judge DMSs., Even if the selection of the
applications mix is done correctly, the next step, the tying of applications re-
quirements to DMS functions is noc easy matter. More importantly, until
this step is taken, there are no specific criteria against which to judge a
DMS.

Most Divifs possess the same general characteristics such as a
file definition and creation capability, a procedural language to perform data
re‘rieval and maintenance, and an output presentation package to edit, decode
and format retrieved data for presentation. The problem of identifying these
general characteristics is compounded by DMSs which rely in part on a multi-
plicity of implementation techniques. For example, some DMSs have differing
procedural languages for maintenance and retrieval. Some have only a re-
trieval language and use table interpretation techniques for maintenance.
Other DMSs are host language embedded and rely on the characteristics of
the host language for data definition and maintenance and retrieval logic im-
plementation; yet all of these variety of implementations are properly recog-
nized as DMSs. Since many DMSs possess these same general capabilities,
however, the analyst must look deeper into each function to locate attributes
for comparison; for example, file organization, file overhead, access methods,
etc.

If the user's prime requirement is rapidaccess, then he needs
to consider the types of file organizations available from each OMS. This
would be a major indicator of performance because file organizations dictate
the search strategy invoked during data retrieval. Consideration must also
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be given to the overhead requirement (pointers, indices) associated with
wach file organization. If storage space is limited, utilization of certain
file organizations may be impossible.

The above discussion onlv points out the difficulty in relating
data processing requirements to DMS requirements. Conflicts can arise be-
tween user needs and system resources and capabilities. Which file organi-
zation would best support the user applications~-a ring structure, an inverted
file, or a simple sequential file? What types of access methods should be
evaluated?

In addition, the possibility that a DMS may not even be required
should be explored. All classes of applications do not require such & sys-
tem. For example, simple transaction files may only require some general
list and maintenance capabilities that can be adequately handled by some
simple COBOL programs, whereas other applications may cause mainten-
ance or retrieval problems that are so complex that the cavacities of a
generalized DMS would be inadequate.

The determination of the utility of a DMS for a particular opera-
tional environment and the establishment of soms measurement criteria
with which to evaluate the varied DMSs is a most important task, If it is
not performed, there would be no standard guidelines to use during the actual
testing of the sysiems, and if it is poorly done, the validity of the subsequent
tests is questionable.

b. Measurement Techniques

Measurement techniques canbe grouped into two general cate-
goried. active techniques and passive techniques with benchmark testing,
modeling/simulation and monitoring residing in the former category and
analysis and numerical scoring the latter,

Each of these measurement techniques provides test personnel
with some data regarding system capabilities and/or system performance.
The data will vary depending on the technique used; therefore, the selection
of a particular technique(s) must be based on the measurement criteria that
had been determined during a preceding analysis. In other words, determine
what you are trying to test and then select the technique(s) that provide re-
sults that can be applied against the measurement criteria previously
selected. Section IV presents a matrix which associates DMS attributes
with specific testing techniques which can be of use for both test planning
and executivn. Test personnel would know the type of techniques required to
fully measure the systems. This would provide some lead time to establish
a capability in a particular area (for example, software monitors) if one does
not already exist. A cost figure to conduct the tests also can be estimated
and compared against the value of the anticipated results. The following
presentation provides a description and evaluation of each technique.
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(1) Active Testing Techniques
(a) Benchmark Testing

Benchmarks often have been employed as a mea-
surement technique for the testing of computer systems. Benchmark pro-
grams are a mix or grouping of actual or live applications to be executed by
candidate DMSs in order to obtain comparative performanc: figures on their
capabiliiies to handle the various applications., This mixture of applications
usually reflects a percentage of the total work load, the execution of which
would normally be prohibitive from a resource utilization standpoint, There-
fore, each benchmark program should correspond "percentage-wise" to the
amount of processing time required of the application it represents, to in-
sure that the benchmark testing is representative of the actual processing
environment. A standard operating environment is assumed, and the main
output of this technique is. typically, sets of timing measurements.

The key characteristics of benichmark testing are
threefold. First, the programs are actually run under the candidate DMSs.
Secondly, the total throughput time is important (not just the processor time)
and finally the programs are aimed at specific applications that are hopefully
representative of the operaticnal environment.

They might be best referred to as a "real" simula-
tion hut with no formal data acquisition and reduction methodologies. Two
distinct approaches to evaluation can be provided by benchmarks. One
approach calied "Kernel Timing Estimates" is used to measure central pro-
cessor timings, while the other "Benchmarks Problem Timings" are used tc
evaluate the entire computer system.

i. Kernel Timing Estimates

Kernel analysis attempts to evaluate software
systems by comparing the time (and costs) required to perform a specific
function. In thistechnique, the central processor time utilized during the
DMS function is the measurement tool and the code generated by the CPU
in performing the function is called a "kernel”. In a DMS evaluation, candi-
date functions would be 1) update, 2) generate, and 3) retrieve. The efficiency
of these functions, measured in CPU time, can then be ascertained by utiliz~
ing application programs that initiate the function execution. Within a DMS,
the various strong and weak points of a system can be determined by using
the kernel approcach. By the same token, the kernel approach can ulso be
used to compare one DMS against anothar. However, to make the comparison
meaningful, some sort of weighing technique is required. Needless to say,
the collection and use of such weights involve problems similar to those
associated with any type of instruction mix problem. Moreover, the problein
of sub-optimization rnust be assumed at some level. Consider the retrieval
and update functions. The cost of the former in terms of the latter is cer-
tainly less costly in an inverted file organization with a high volume of tratfic
than in sequential file organization with a high volume of traffic. Any sinule
set of weights must thus represent sub-optimal use of one (or noth) systers,
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Note, however, that the situation is not that hopeiess; kernel analysis is only
meant to be an initial step in the testing of a DMS, not the final evaluation,

ii. Benchmark Timing Estimates

The second approach to benchmarks or "bench-
mark program timings", does not concentrate on CPU timings but on system
timings.

The main advantage associated with benchmark

testing is that "typical” applications are being run (n the proposed system
and meaningful measurements of system running time can be obtained.

These timing measuremehts, however, are
only as good as the benchmark programs. If the latter are not representa-
tive of typical applications or percentage-wise do not reflect the normal
operational load, then the test results are questionable and,.in many cases,
worse than no test at all, since otherwise good systems may be judged nega-
tively. Benchmarkes also do not necessarily pinpoint the probiems associj«
ated with a particular DMS. Poor throughpt might Le indicative of poor
DMS-OS interface rather than just the DMS. Even if the problems are with-
in the DMS, it is difficult, if not irnpossible, to determine their location using
benchmarks. If the testing is concerned with judging only the DMS and not the
total system, then benchmarks of and by themselves are not adequate.

An additional problem concerns the standardi-
zation of benchmark programs. If each manufacturer codes the programs to
operate under their particular DMS, then the speed of system throughput
may be more a function of the quality of the programming than the DMS,

iii. Conclusion

Benchmark programs are a useful tool in the
testing of an overall system configuration of which the DMS is a part. There
are associated problems, however, which must be considered prior to arriv.
ing at a decision regarding the functional efficiency of a particular DMS with-
in an operational environment,

It must be noted that in any benchmark test of
a DMS on a third-generation multi-programming computer system, it is not
possible to test only the DMS. Because of program relocatability and the
speed and concurrenzy of system furnctions, various software modules carnot
be isolated for kerncl analysis, etc. The derived timing data applies to the
system as a whole including the hardware and all software (operating sys-
tem, DMS and applications programs). In this case, then, it is not accurate
to state that the benchmark is testing a DMS. It is testing a whole system of
which the DMS is oue part.
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(b) Modeling and Simulation
i. Introduction

Many mcdeling techniques have been developed
in recent years to study and optimize storage structures, search strategics,
and device usage. Most atiempts at modeling are directed at specific applica-
ticuis and at optimizing subsystems or device utilization within a DMS.

Whereas a model reflects a particular state of
the system at a fixed point in time, simulation or functional modeling is
usually thought of as a demonstration of artificial verformance involving a
dimension of time. Consequently, a simulative study will usually include a
model of some sor? which is exercised in such a way as to produce a con-
tinuum of states reflecting overall performance. In this =ense, then, simula.
tion s an abstraction of a system that can he used to predict real behavior.
This is done hy describing a series of experiments representing varintions
of the parameters of a bchavioral model.

Before selecting an evaluation approach,
careful consideration must be given to the desired goal and the environment
constraining the system of interest. Analytic approaches to evaluation ray
be developed for application either before-the-fact or after: either for sys-
tem design/improvement or for evaluation and measurement. This distinc-
tion can he clarified by considering the conditions under which the analysis
is applied. For anticipated systems, a reliable prediction of expected per-
formance is desirable. Likewise, for extant systems one might develop a
method of predicting performance in a2 new environment, with different para-
mete~ 8, or under a modified implementation scheme. Prior-use applications
of the predictive approach are in srome cases similar to but still distinct
from analytic techniques for a posteriori evaluation or measurement. In
either case, the ultimate goal of optimum performance is the same.

In choosing a modeling or simulation tech-
nique, the following questions must he anewered:

0 Are we reasonably (erfain that we can
obtain either an exart solution or a
satigfactory approximation to the soln.
tion of onr problem by making use of o
given toel?

0 s this the lowest cost computation: |
procedure for solving our problem?

) Does the particular technique under
consideration lend itself to relatively
casy interpretation by those who are
likely to use rhe results of the study”

Of course it is pararnount t6 the ¢onsidern-
tion of these nuestions that the problem be properly identificd wud well-de-
fined., Put this iz a necessary slep in any case. Subsequently, o rnodel

5
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must be formulated which validly reflects (i.e., "1nodels") the states of the
system of interest. The structure and flexibility of this model determines
whether the investigation can be expanded into a meaningfui ..mulation

There are then three phasesin the investiga-
tion that remain after the problem has been identified and a model formulated:

0

Model Implementation - The model must
be described for use in a particular in-

stallation. At least four different methods

have been associated with this step.

0 Use of a "packaged" model such
as FORMS or SCERT for which
only the input parameters need be
specified.

0 Use of a general purpose language
such as COBOL or JOVIAL. This
approach is often used for smaller
scale, locally designed models.

o Use of special language or routines
in conjunction with » standard al-
gebraic language: e.g., SIMTRAN,
GPSS.

o Use of specially designed simula-
tion languages expressly intended
for modeling and simulation such
as SIMSCRIPT and GPS3, This
may be even more specific in that
the special language may also be
oriented to a specific function or
subsystem type,

When a choice exista, there are several
factore to consider in selecting a simula-
tion language. Among these are ease of
learning, expressiveness (vhe sase with
which the model car be deseribed in the
language), cornpilation and e¢xecution
speeds, reporting facilities, general
computation capability, and execution
time facilitien. The rolalive impor-
tance of these considecations depends
upon the problecas at hind. (1 the oo
quirement is fo build o surber of diffop-
ent small- to medivmercale Cimulation
modela, GPSS may prove o b S ndg
for large models or rundo b1y ek
much geocral computation i L ouicod,
SARCRIPT may b 'pff.‘tcn t
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0 Strategic Planning - Design of an experi-
ment that will yield the desired informa-
tion. This is not an easy task - it in-
volves the careful design of the envir-
onment to be considered by the model.

0 Tactical Planning - Determination of
how each of the test runs specified in
ithe experimental design:is to be-executed.
‘Again, care'must be exercised in the
selection arid construction of input para-
meters to the model which will allow it
to reflect the desired performance.

ii. Utilization

The basic procédure to be followed in the utili-

zation of this technique is given in nine steps: (Mote the relationshipe indi-
cated between model - steps 1 to 7 - and simuiation - steps 8 and 9.).

1.

O O

Formulation of the problem
Collection and processing of real.world:data

Formulation of mathematical model .consisting »f components,
variables, parameters,.and functiona’ rélationships

Estimation of parameters of operating characteristics from
real world data

Evaluation of the model and parameter estimaies
Formulation of a cornputer program to realize the model
Validation of the model

Design of simulation experiments

Analysis of simulation data (performance)

Steps 1 and 2 of this process are dizcussed

under Measurement Criteria above. Data for step 4 may come from Analysis,
Benchmarking, etc. The basic model developrnent then is given in steps 3 and
5-7. These comprise the main bulk of a simulative deveélopment. Henc2, the
use of "packaged" systems, where applicable, saves a lot of effort. These
steps are then replaced by that of finding and choosing an appropriate simula-

tor.

One such system worthy of note is the File

Organization Modeling System (FORMS) whose development is being supported
by RADC. This system was extended recently by PRC to handle additional
devices and search strategies. The resulting model provides RADC with a
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more generalized capability to model selected functions of data rmanage-
ment systems on the specific host environments simulated by FORMS.

This model permits the analyst to evaluate
various file orgamzatxons device types, and access methods. -He describes
his data file in terms of record size, count and blockmg factor, device loca-
tion, and record distribution and then tests various retrieval strategies
against specified file organizations to determine the most efficient organiza.
tion.and access method. With sach test, processing time, space utilization,
avarage access time and file I/O activity are provided on an execution re-
port. File organization and access method can be varied to provide com-
parison data and performance curves dependmg on the particular file or-
ganization and access methods utilized.

The utilization of such methodology, however,
is necessafrily restrictive. The presently available models either concentrate
on a limited range of DMS functions. such as file organization and data,
access methods or are too general to be .of detailed use in the evaluation of
DMS functions. The information provided is useful mostly from the stand-
pomt of maximizing an already implemented I'MS or in determining general
guidelines for.the development of a new system.

When a simulative model must bhe developed
from scratch, one of the most difficult tasks is the validation or "calibra-
tion" of the model (step 7 above). There are three basic ways. to validate:

o Compare simulated results to actual
performance of a realized design.
This, of course, is only possible when
the system simulated already exists
somewhere 2lge - this is very improb-
able since most simulators are devel-
oped to aid in the design of new (non-
existent) systems,

o Compare simulated results to those of
another (similar) model. Of course the
evaluation is only as valid as the models
which are being compared.

) The third scheme is not as straightfor-
ward as the other two. It involves a
fairly detailed knowledge of the model
and the environment to which it applies,
The basie of this scheme lies in the
fact that most models can be partitioned
or artifically exercised to produce (par-
tial) results which can be veritied by
‘hand calculations, observation, or com-
parison to known physxcal characteris-
tics of the environment. Use of this
method might be considered validation
by parts.
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It may be evident at this point that model
validation reduces to basically the same problems that must be faced in the
DMS evaluation to begin with.

‘There are many techniques used in the devel-
opment of simulation models. Depending, on the system to be modeled, these
may include any combination of methods from applied mathematics and logic
including statistical theory (stochastic - probabilistic, or deterministic pro-
cesses), queueing theory ("waiting iines"), and linear programming (for ob-
jective function optimization). An\example is presented here whichillus-
trates how one of these techniques can be used to evaluate performance in
a DMS.

One method of providing relatively rapid ran-
dom access to sequential files is by the construction of a hierarchy of indices
(indexed sequential organization). With this arrangement applied to disc
resident files, there are a minimum of two disc accesses required to locate
a-data record - one to get the cylinder index and one to get'the track index.
If it were pogsible to predict the record location from the cylinder index
alone, one of the accesses could be eliminated at a considerable saving. in.
time. It need not even be necessary to always predict the exact location.

In other words, a scheme which periodically climinates one access may
still be beneficial. The problem then is, can.diccess to the track index be
replaced by evaluating a predictor function of the cylinder index? One
must be aware of the possibility that a predicted value which is inpcorrect
then causes an additional access. Applying this scheme across a {ull DMS
application then, one can rephrase the problen. as: what is tke average
number of redundant accesses generated if the data location is predicted?

A statistical model of the environment must be formulated to solve this
problem. The following data is pertinent: thé number of disc tracks used,
the number of keys (and records) and their statistical distribution across
the tracks, the density of the keys within tracks, and the search strategy
undertaken as the result of a query for a specific key. The cylinder index
must then be interpolated to find a neighborhood of tracks 1n which the de-
sired key lies. This neighborhood must be small enough so that fewer than
two accesses are required on the average. The complex statistical model
developed might show that an average of, say 1.9 accesses per record are
required. This may not be cost~effective at ali considering the extra soft~
ware that would be needed to. run the predictor for each query presented.
On the other hand, an averageé of 1.1 accesses may improve over-all execu-
tion time considerably. By applying variations of file size, record distribu-
tion, and direct access device characteristics, one may determine the feas:-
bility of using this modified hierarchical ‘ndexing scheme in a given envirun-
ment.

iii. Conclusion

The cost of developing and operating a com-
prehensive Data Management System Sin.ulator capable of supporting study
of all agpects of many DM3s in a variety of environments can easily become
prohibitive. Hence, care hould be exercised in selecting this approach. The
benefits of simulation are best realized when the system being simulated i=
very large, complex, and too expensive to evaluate by any other means.
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Since models are related to particular states of a Bystem, they are generally
more parametrically flexible which can lead to £ bétter understanding of
(sub-) system interactions. It is when these iF, éractions reach complexities
not readily comprehensible that a simulation i ay be necessary to demon-

strate trends in behavior and performance.

It should be rfiphasized that simulation is
not a panacea for arriving at auccessful nr\&:‘ementatxon or accurate per-
formance prediction and evaluation. Altt T sh the recent popularity of
simulation lends support to this idea, sufi* wnt counter-examples have been
documented to refute this position (1l). SL icdient valid results often czn be
obtained by statistical formulations »r of,’ # models alone.

The exte) ‘of the procedures involved in sim-
ulation and modeling are what make thi{ ,.’1. proach expensive and difficult,
The factors and algorithms used are of, - dxffucult to derive even for exist-
ing systems let alone prospective oneg, i addition, descrlbmg the functions
to be performed or the number of tine each function is to be executed re-
quires a knowledge of the a.pphcatxona { 2t most users do not possess. Fur-
thermore, the development of the si?¢/ tion model is only a part of the
analysis process. Subsequent steps riciade testing and validation of the
model as well as the design of ‘expexr’ n:ints, and the analysis and interpre-
tation of results.

(c) Monitorins,

A computet~aided measurement method is the
collection of the statistics and actual performance parameters of an opera-
ting, live syatem. Monitors are ‘built within programs and within systems,

and they can also be external to tne system being monitored. There are
two general classifications of mohitors presently in use: hardware and
software,

4, Hardware Monitors

A hardware monitor obtains signals froyn the
computer system by attaching directly to the computer's circuitry high-
impedence probes which measure the presence or absence of electrical im-
pulsee. The monitor is basically a set of counters which record the occur-
rence of certain significant events such as CPU and channel activity. Per-
formance figures are obtained by measuring the number of impulses and the
duration of time between given events or the logical combination of the e~
vents of a computer system.

The counters usually have two modes of op-
eration: a time mode and a count mode. In-the former, the counter accumu-
lates pulses from the monitor's internal clock upon receipt of an active sig-
nal from the computer circuitry being tapped, i.e., CPU, channel, device.

The monitor continues to accumulate pulses until the signal stops. Since
the clock frequency and the time value of each pulse are known, the total

93




gl

st o

overlap time is obtained by multiplying the value recorded ia the: counter
by ‘the time-value/increment. The result will.show how long a part of the
system was in use during a specified time frame. In.the count mdde,. the-
count simply is incremented each:time the circuit being monitofed: gces
from.an inactive to active state. It indicates the number of tifmes 2 par» of
the system was used during a specified time frame.

The primary advantage associated With the
utilization of hardware monitors is that such devices can function'without.
utilizing any of the host computer system's resources. The monitor neitheéxr
degradés nor interferes with the system that it is monitoring, and. the-data
collected is a fairly accurate representation of system performance. The
disadvantage is that the monitor cannot dynamically evaluate the measure-
ment being taken to determine if, in fact, it should 'be included in the 8ys=
tem ‘test.

Hardware monitors range in complexity
from.-the very cimple basic counter unit with manual readout to full mini-
computer systems. Because of this difference in capability, the following
points require consideration prior to employing a particular hardware moni-
tor as a measurement tool,

(i)  Speed/Timing

Speed and timing requirements are dic-
tated by the system to be measured. The monitor must be capable of-de-
tecting the smallest signal from the host computer. For example, if the
smallest signal that a monitor can detect has a minimum pulse width of 300
nanoseconds and if its repetition rate is one million counts per second
(1-MHz), whereas the system it is attempting to monitor had a minimum:
pulse width of 100 nanoseconds at 3-MHz, the collected data would be use-
less, because the monitor would fail to recognize and thus not count any
pulse under 300 nanoseconds wide. In addition, the clock also must be fast

enough to provide good resolution, otherwise inaccuracies ~an creep into the
collected data.

(ii) Number of Counters

Any monitor should have at least eight
to ten counters. Each counter, also, should be capable of performing certain
logic functions (AND, NAND, OR, XOR, NOR, INVERT).

(iii) Probes,

The probes must be compatible with the
computer system to be measured and caution must be exercised to insure
that they place no drain on the computer.

(iv) Compars .

A compa#atiris 2 device which mea-
sures the amount of time spent in a certain secition of the code. The probes
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aré. wnnected to. the ms%racﬁon*a*dress "egxster and-the address range on
fthe:comparae'or, mmcatea hé sfavting and' e,ndmg .address of the code seg-

ment to be measurefd, Thc; ‘addreds ot cach code .segrhent brought into core
{sf theii gompared. agamst the aadreu range :in the comparator, and if they
4re a- I“'u.f‘ﬁ:h) ‘the amoun'af oftime the code ségment. is active is calculated.

: This device can be quite useful in mea-
suring tie ainount of'dime. spcnnt withifs particular DMS modules, for example,
yetrievé andfor gtste. A probieim, Howsvet; -ariséd in third-generation
raultiz nroorwmxng Ls'yatems where goftware: modules may be relocated with-
m cbxe o Opt1m°ZP sp e,L.sage. . i

E (¥ ‘Technical Support

Uniess the installation‘to be monitored
has a remdent systiris enginger who:is familiar with the hardware back=
board wiring &cheme#, adéquate technical support must be available to de-
términe, baged on whatis to be measuted, where to attach the probes. With-

a% tmq 5Lnow1wdge,» the mgmtor ie uzelesp,

Data reduction and analysis routines
alge sheuld'be pmwdeﬁ as part-of the technical support package because
of the volur? ¥itnous amounts of data that can be generated.

The abvve discussion illustrates the
¢apabilities and- requiresiignts. that should be part of any hardware monitor.
The mere predence of a.mohito ?, however, does not mean that system testing
¢an. ‘begm. First, the ugéd must detexmme what it is he wishes to measure.
Will the tknowlm.ge of CPU. activity, GPU-1/0 overlap, application program
vergus. OS time and/op activity by region help in system evaluation? The
Angwer, ofdouraé, is "yes", but only if the évaluator has a detailed knowledge
of the fotal.aystem ing 1udmg the OS, DMS, application progams, and user
data and files. Eveéiiif this requirement is. fulfilled, data interpretation and:
the lack of specafamty are preblems that remain. Data, regardless of the
amount, réqiires intexrpretation to be of use in an evaluation task. The
apeed of third:generation machines results in so much data that it is not un-
thmkable that ths evaluater could be overwhelmed, Also, most DMSs operate
in.a third generation multi-programming environment where the volume,
speed and’ »onmii' aney of operations make it most difficult to focus on speci-
fic DMS funétions: To eztricate the DMS from this environment would only
invalidate the meagurements perfarmad Therefore, in developing
a DMS tes+ methodology, the ise of hardware monitors has a limited applic-
ability,

Software Monitors

by
e
.

Software monitors are actval code segments
embedded in either the DMS or operating system to collect performance
data or epecific DMS funicfions and/or the total DMS. Calls te a subroutine
can by embedi.! within specific DMS functions such as retrieve, store, etc.,
to collect timing data on particular functions.
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The. scheduling of -evénis and the time inter-
val betwegén. events also.can be determined. ‘Other functions tha: can be.
monitored ifclude ‘the user program - DMS:interface, the DMS-0S interface,
the a¢cess methods, and the efficiency of thé DMS procedural language. It
ghould bs noted here that the procedural langua,ye ‘has @ predominate in-
fluence on the power and’ efficiency of the DMS.. For example, COBOL pro-
dees IDS with all the capabilities possessed by the host langue.ge including

i’ theg «data manipulative and formatting functions, whereas other more
géructured DMS- languages often’provide only-the mofre basic capab111t1es.
Therpfore, in.any DMS-test exercise, close scrutmy should be given to the

language. -

Software monitors also can be used to iden-
tify bottlenecks: in the Bydtem,. E65- exampie, if the system often is waiting
coerhpletion-of ah 1/O-fungtion, perhaps the reallccatlon of particular peri-
rphierals could alleviate the problem,

The utilization of this technique presumes a
familigrity with the DMS, and: if this.is not the case, then adequate docu-
mentation of the gystem must be available. Otherwise, it would be impossi-
ble to properly insert calle within specific segments of the DMS. This
situation-is. mentioned in the: DMS Test Méthodology Validation document,
where, because of inadequateé: .docurhentation, software rionitors could not
be ernbedded within the ADVISOR. system., System flow charts can serve as
‘an excellent gmde for xdentxfymg those DMS functions test pérsonnel wish
to menito?r. Oncé the various subreutinies have: ‘been identified, the DMS
source listings cah be used to pinpoint the exact spots to embed the calls.
rHDW@VCr, if system flow: char*s»do nof exist or the source listings are not
comrnented properly, it becomw a most difficult task to identify those loca-
tiens in-which .cails should be embedded.

‘One-advantage associated with the nse of
ranonitors émbedded iwithin-the DMS is that less code ia required to collect
the. performance: statistics. A small routine can be writien to access the
aystem clock at thé start and conclugion of the o nitored DMS subroutine, and
then format and write the output records. Even if the event sequence and an
occurrénce count are malntaingd, the size is not dr amatically increased., The
only cther scftware requx*ed would be the calls themselves embedded at the
beginhing and end of the monitorsd subroutirie. The insertion of these calls
must be done carefully; howéver, to insure that all branches within the sub-
routine are identified and covered,

In addition to the insertion of monitors within
DMS modules, monitors alsc can reside as separate programs withia the
opsrating system. Theee monitors can be generated locally to collect
specz‘xc data regarding the DMS; or the system aczcounting program which
is generally available at most computer installations, can be used, In the
former caze, an-executive menitor would sapof«rvise all system activity
and when certain modules were called, the monitor would he initialized by
the operating system and ¢ollect the apecxﬁed p;rformance data. This pro-
cedure, however, is complicated by the fact that the monitor must be small
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enough to be able, generally, to reside in memoxry and stifl have the capa-
b111ty to determine system status and module act1v1ty. This, however, re-
quires accews. to the system tables which, in furn, increases the amount of
code and, therefore, the overall size of the monitor.

System accounting programs, on the other
hand, are generally already, part of the operating system-and spec1a.1 pro-
gramming is not required. However, because they are general in nature, only
recording the computer resources used in processing jobs, they lack the
specificity to be of great use in the testing of DMSs, The data collected
corresponds in many-ways to the data obtained through the use of hardware
monitors (CPU time, number of 1/O accesses, core size and start/stop times).

Thecollection of such generalized data,. be-
cause of its quantity, creates a data reduction, collation and analysis problem
which must be considered when uaing any type of ‘moaitor. The mere pre-
sence of the data does not provide any aniwers. Certainly, the utilization of
an inverted index will provide faster ¢ esp 13¢ than a. gerial search of a
data base but what price in terms of ctorége overhead and generation and
maintenance time rnust be paid for the index, and is it worth it? The utiliza-
tion of regression and cluster analysis methods has been used to measure
the effect of a system modification on the performance of a total computer
system, and such methods may also be pertinent to:the measurement of
DMSs, but more study in this area is required to determine the independent
and dependent variables that should be used and the accuracy of these methods.
Such methods and the use of accounting data in computer performance analysis
is fully explained in the Rand publication, Computer Performance Analysm
Apphcauons) of Accounting Data by R. Watson (2).

Regardless of the location of the software
monitors within the DMS or OS, they, unlike hardware monitors, do utilize
systemn resources, because of their own requirements for core, peripherals,
and, above all, time. This is not an important consideration in regard to
monitors asaocxated with obtaining system accounting data because these
are already part of the operating system. However, other software monitors
would degrade system performance because of their own requirements for
resources and this degradatiom should be measured. This is not a simple
exercise, however, for the calculation of the time spent in monitoring parti-
cular DMS functions also utilizes system resources and therefore degrades
the systern even more. Test personnel must take this into consideration
when analyzing the results obtained frcm such techniques. In addition, the
precision of any measurement can be no greater than that of the accessible
timer in the hoet computer.

The specific advantage that software monitors
possess over hardware monitors relates to their flexibility and range of
capabilities. They can be inserted anywhere within the system and because
they reside in memory, they have access to all system tables and can mea-
sure any and all aspects of the system including core usage, queue lengths,
data access speed and individual program/subroutine operation. Their flexi-
bility and usefulness is clearly indicated in the DMS Test Mesthodology
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Validation paper produced by PRC in conjunction with this document. Soft-
ware monitors were used to measure the timing and performance of the
MADAPS system. Because of the availability of adequate documentation,
software monitors could be embedded within specific DMS functions and
timing and performance data obtained. The technigue was neither time-con-
suming nor difficult to implement and the collected-data, upon analysis, pro-
vided some clear-cut insights intg the functioning of this particular DMS.

Another advantage associated with the use
of software monitors is that cace generated, they can be ujed again and
again to measure system performance. A slow degradation of the DMS could
occur, over time, because of an increase in transactions, file size or new
applications. The periodic ingertion. of software monitors within the DMS
could identify such problems and give the data bage manageér some leadstime
to find and implement an acceptable solution. - -

Andther appioachavorth consideration is the
use of hardware monitors in conjunction with software monitors, This meth:
odology would require fewer .code segmeénts within the DMS and/or OS, and
therefore, would alleviate,to some degree the overhead:associated with software
monitors., By synchronization of the clocks in both the hardware monitor
and computer system, channel, CPU and device activity can be zompared
with module activity to-determine the overall eificiency of the system. Are
there I/0 tieups due'to poor module/channel allocaticn? Whac Causes the
wait states in the system? Does the DMS degrade the system?

Monitors have the potantial to become a very
useful tool in the measurement of DMS performance. Their utilization will
provide comparison data with which a skilled analyst can accurately evaluate
a DMS. Monitors are not easy to implement but the results yielded by this
method can be wéll woirth the effort.

(2)  Passive Testing Techniques

Analysis and numerical scoring are the two most common-
ly uséd techniques that can be considered paseive., They are typically manual
metheds whereby DMS parameters, having been determined, are rated in de-
gree of importance. The parametars can be considered as a whole with sach
possessing, relatively, the same degree of importance (analysis) or they
can be ranked (numerical secoring).

{a) Analysis

Analysis techniquee provide computer-aided studies
of aystemn performance in which the actual capabilities of the syetems in
operation: are studied. A therough knowledge of user requirements alresady
shovld have been determined, and these raguirements transferred into gen-
eral DMS functional capabilities prior to initiation of syetems analysia, For
example, the requirements, if any, for a remote batch and/or on-line capa-
bility need to ke determined. Also, the general capabilities required in the
DMS procedural language raust be noted. Then, DMS systems docvmeantation
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can be reviewed, the manufacturer questioned, and:those systems that fulfill ix
the listed requirements selected. If the systems are operational, their
general capabilities can be analyzed in an actual processing environment. H
The programmers and analysts who interface with the DMS can be intet- -
viewed and system performance studied during normal processing. The |
general capabilities of the system, file definition, maintenance and retrievul, C
can then be documented with the various pros and cons listed.. Y

There are, however, numerous weak points in this ; ’

approach. It is much too general to be anything but a first step in any test
methodology, and even as a first step, it is lacking. Since many of the more N
prominent DMSs cffer the same general capabilities, a large number of 5y8= 3
tems that should be eliminated are not. Also, where system problems ire .
observed, the analyst has no way of knowmg whether the DMS, the opera ing
system or poor apphcatlon programmmg is at fault. Inter¥iews to pinjoint
the problem could be misleading and in many cases would prove to be it
conclusive. Therefore, unless the DMS also could be observed in a remtweiy
smooth operating environment, erroieous judgments might be made. linally,
this method is incapable of evaluating a grouping of DMSs in: which the sys.
tem capabilities of each vary in their support of diverse applications,

(b)  Numerical Scoring: Methods

This evaluation technique is typically a manual
method whereby parameters cf various systems are developed and ascigned
a rumerical rating. The higher the score earned by a system, the better
that system's general performance. Chief among these methods is the
Parametric Evaluation of Generalized System (PEGS) (3).

The approach is to establish a set of DMS require-
ments (parameter list) based on user requirements/applications and evaluate
the capabilities of the applicant DMSs against the selected parameters. These
parameters are scaled and assigned weighted values based on their relative
priority withia the operational environment. The capabilities of the candidate
DMSs then a:e compared againsi each parameter and a rating assigned. Wheén
e2cn DMS has been rated, overall scores are computed.

This methodclogy seryv s twoé important functions.
It establishes a sel of criteria against which the candidste DMSs can be
judged. And it ranks the systeris so that those with the poorest overall rank-
ing can be eliminated from further consideration.

The drawbacks associated with this technique are
that a heavy reliance must be p.aced on system documentation which often is
quite misieading. Certain capiLilities may be much harder to implement
under one DMS than another, bui this certainly would not be revealed in the
manufacturer's documentatina. Additienal informatior may be obtained by
visiting a site where each DMS is operational asswuni ng this is possible, but
again, other variables come into play whiih couldcres a false impression
of overall system capabilities.

29




T gt g N X e i+t
R J.‘M.:@fi\n),%‘m?ﬁmvﬁ - W"’fm&m T oy

oy
P
X
3]

+

'

|

A more severe problem associated with the tiliza-
tion of this technique, however, is the difficulty in generating a parameter
list based on the application ¥equirements and the assignment of weighted
values to each parameter. This prchlem becoines even more difficult of
solution'when widely diverse applicitions are part of the operational envir-
onment. Very specific relationships between the application requirements
‘and DMS functions must be devised. What DMS capability will best satisfy
the fequirement? This type of task requires personnel with a wide range of
expertise in data management in addition to a total familiarity with the
applications envirpnment ~ a capability which is not prevalent in many in-
stallations.

. The results from such a technique, therefore, must
be qualified because of ita inherent problems. Asg in the discussion of the
analysis technique, both serve as a logical starting point in any evaluation
process, but more sophisticated techniques must later be applied to ade-
quately evaluate a DMS.

3. DMS TEST METHODOLOGY

The preceding examinatiun of measurement criteria and techniques has
illustrated the various methods presently in use to test Data Management
Jystems. The fcliowing section will propose a generalized DMS Test Metho-
dology to be eriployed in utilizing the aforementioned techniques. The metho-
dology will ke structured so as to permit the utmost flexibility in solving the
widely diverse DMS measurement problems that arise in the present day
operational environment such as the evaluation and selection of a DMS,
acceptance testing an already selected DMS and even in the identification of
problem areas in an operational system. This methodology also could assist
management personnel prior to the actual testing by providing them with a
frame of reference for the development of a test plan. Before any testing
program is initiated, management will wish to know projected figurss. on the
level of effort required to test the DMSs. This methodology, in conjunction
with the matrix pressnted in Section IV, can indicate the potential areas of
activity and from this, resource requirements can be estimated. Thus, the
proposed methodology can be of service in both the preparation and actual
exscution of a test plan with the decision as to its use lying in the hands of
each individual user.

This paper does not suggest that the proposed methodolegy is the only
way to solve 2 DMS measurement problem, This would indeed by foolhardy
because of the indeterminable number of variables that can apply to any one
situation, What is suggested, however, is that the methodology serve as a
guideline in the measurement process, providing a step by step approach to
the most cornmon DMS measurement problems.

This section consists of two parts. Part one describes the preparatory
analytical steps in the DMS test process while part two addresses the active
and passive technigues and their utilization. Figure 1 graphically portrays
the proposed DMS Test Methodology. As can be seen from the illustration,
the methodology is both multi-entrant and multi-exited which permits the
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methodology to address the many types of DMS measurement problems. This
trait and the flexibility associated with it results in a multi-purposed and
generalized DMS Test Methodology that is capable of addressing the majority
of situations involving the selection and/or optimization.of a DMS,

a. Preparatory Steps

The DMS Test Methodology consists of three preparatory steps;
1) perform an analysis of the applications requirements, 2) convert these
applications requirements into DMS requirements, and 3) qualify the DMS
requirements based on an analysis of the hardware environment, These
steps perfecrm two important functions; 1) determine whether a DMS is needed
to solve the operational problem and 2) if a DMS is required, to determine
the criteria that should be employed in testing the candidate systems.

(1) Step 1

The first preparatory step calls for an analysis -of the
user's applications requirements. What is the user attempting to accomplish?
This step might seem rather straightforward at first glance, but diverse
applications requirements can add complexity to the process. Only by under-
standing the user's requirements can the individual or group responsible for
the test proceed to Step 2 where these requirements are converted into DMS
specifications. This conversion process requires that the test personnel be
familiar with both the user requirements and data management systems in
generab for the procedure of specifying the particular DMS functional capa-
bilities that will best satisfy the user requirements is no easy task, parti-
cularly wher. diverse user requirements exist. The test personnel must de-
cide what are the typical or critical applications that would regyuire servicing
from a DMS. It may even be necessary to rank the applications in order of
importance to facilitate the establishment of the most impertant DMS re-
quirements.

(2) Step2

Step 2 requires that the applications requirements estab-
lished in Step | be converted to DMS requirements. This step, in effect,
establishes the DMS criteria that will be used to judge those DMSs deemed
worthy of consideration, and is, therefore, vital to any DMS test process.
This step requires that the test personnel possess a thorough knowledge of
both the applications require.nents and DMSs in general beczause the process
of matching an applications requirement with a particular DMS characteris.
tic is not a straightforward procedure. For instance, what DMS trait will
best satisfy a user's requirement for fast response? In fact, the test per-
sonnel may even conclude that a DMS would not best serve the applications
requirements and propose that other softwarc be utilized. This situation
could arise when the applications are very limited and basic so that a su..
ple COBOL program would suffice, or when the applications may cause man-.
tenance and retrieval problems that are so complex that they are outside
the capabilities of a generalized DMS. If this conclusion is reached, then
the test is *erminated. If not, then Step 3 sheuld be performed and the re-
sults of the conversion from user to NMS requirements can be
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considered in ldght of the test-pairing accomplished in Section IV to indicate
the type of technigugs thatcan subsequently be utilized in the-measurement
of the desiréd ittributes. The test pairing matrix will also indicate how
deeply into tha hintirchy the test procass will have to proceed to satisfac-
terily test the identified attributes. This can be of great value in estimating
the cost and time that will be required to adequately test the DMSs.

{3) Step 3

The set of DMS criteria developed in Step 2 is now can-
sidered in light of the hardware environment, and any needed qualification of
the criteria is accomplishpd.

If the DMS to be selected is to run on an already opera-
tional system, then the type of equipment has a profound effect on the DMS
selected. For example, IDS which is a host-contained DMS, only can execute
on selected Honeywell {formerly GE) configurations. Therefore, if IBM
equipment is used, IDS is already eliminated as a candidate system.

The decision whether to select a host or self-contained
DMS also must be qualified by the hardware environment, since host sys-
tems presently are tied to a particular hardware configuration, and, there-
fore, a number of qualified systems may be eliminated for the sar.é reason
as given above,

However, if the hardware configuration is being selected
in conjunction with a DMS and there are no strong reasons to select one
hardware manufacturer over another, then the testing of*both equipment
and DMS can be intertwined and ultiméately lead to the selection of the best
combination of hardware and software. This, in effect, would result in the
selection of the best overall system in terms of the DMS-apsociated applica :
tions requirements since certain qualified DMSs would not be disquilified
simply because of the previously selected equipment.

If any or all of the above steps had already been accom-
pliched, then of course they could be omitted. Once the requirements for
the first three steps have been fulfilled, the utilization of the active and
passive techniques can begin.

[

b. Active/Passive Techniquée Utilizztion

The DMS testing process resembles the pyramid structure de-
picted in Figurel. It is hierarchical in that you proceed from one tech-
nique to another as the testing becomes more specific. The techniques at
the tupe of the hierarchy, analysis and numerical scoring are inexpensive and
relatively easy to employ, They are used as a filter to trap the majority of
DMSs and only let the most qualified pass through. Those that pass through
would then be tested using the more expensive and difficult techniques such
ag benchmarks, monitors, modeling and simulation, and since only a few
DMSs would be so tested, their utilization would be practical.
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The hierarchial approach also permits test personnel to enter
thé structure at a lower level if circumstances so warrant, It is not neces~
sary to pass through the first-three levels if a user simply wishes to know
which file structure would best service his requirements. Such tests can be
performed by entering the hierarchy on the fourth level and utilizing one of
the listed techniques; for example, the FORMS modeling technique.

i,

i \ Ease of entrance also means ease of egression. As soon as the
I test personnel are satisfied as toc which DMS best satisfies their requirements,
they can exit the hierarchy and, thus, terminate the test process.

B (1) Step 4

- The next steprin the DMS test phase will be the utiliza-
. y tion of an analysis technique to; 1) determine what DMSs are available and
i should be considered and 2) initially pass these systems against the require-
oo ments generated in the preparatory steps.

A most important consideration that cannot be overlooked
is insuring that those responsible for the test are fully aware of all the DMSs
presently available or soon to be available. Tt isi obvious that a valid test
cannot be conducted if some qualified candidates are overlooked. Therefore,
some time must be expended to insure that all systems are initially con-
sidered.

g These candidates then must be considered in light of the
S mandatory requirements generated in the first three steps. If the hardware
configuration already exists or has already been selected, then some sys-
tems .can be eliminated immediately. The analysis can then proceed to con-
e sider some of the more basic requirements such as file genenation, main-
B tenance, retrieval and/or output. Other systems may also fall out of the
running because of some basic lack regarding these general capabilities.
For example, ADVISOR, a DMS implemented on Honeywell 6000 line machines,
T has no file generation capability. This type of analysis presumes that a re-
view of available documentation has already been performed. The documen-
Lo tation should be used only to establish the presencs or lack of general capa-
bilities and not the quality of the capability. This caution stems {rom the
gross amount of misleading documentation distributed.

Operational systems, also, should be viewed in an actual
processing environment to test information derived from the documentation.
Operators, programmers and analysts functioning in the processing environ-
ment should be interviewed and their opinions noted. If possible, the system
should be seen in more tnan one processing environment to compensate for

localized faults due to a poor operating system or poor applications programs
that might be observed at the first site visited. PP ProE

All data gathered from this exercise would be classified
as a soft measurement and, therefore, should be so treated. This data should
not be used as a basis for a final decision unless one system is so outstanding
that there is not doubt as to its superior qualifications. The methodology could
also end after this phase if only one candidate remains. Further testing would
then be worthless.
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Normally, however, the analysis will result in a scaling
of the candidates DMSs from the best to.the worst, If no clear ranking exists
from best to worst, or if 2 large number of systems are grouped at the top,
then perhaps the utilization of another passive technique such as numerical
scoring should be considered to filter out more of the less qualified systems.
‘The reason behind this is to eliminate the need to actively test an excessive
number of systems which could be quite costly.in terms of time and
money, not to mention the difficulty associated with implementing

such a test pwogram. The use of numerical scoring also
should be considered if, for one reason or another, the facilities do not

exist to actively test the DMSs. However, if after employing the analysis
technique only a couple of systems are still under consideration, then the
test personnel can bypass the numerical scoring technique and immediately
perform some active measurement. This decision.should be based on the
degree to which they deemed the analysis accurate., The matrix presented
in Section IV can be used again to identify the type of techniques that can be
employed in subsequent testing and to update the current test ~lan.

(2) Step 5

Numerical scoring as exemplified by PEGS (3) is a passive
techn ique in which various DMS attributes are analyzed and assigned a
numerical rating based on the degree to which they satisfy the DMS require-
ments developed in Step 2. This is a much more structured technique than
a simple analysis and is quite valuable when widely diverce applications are
part of the operational environment. By rating in degree of importance the
DMS parameters, the technique quantitatively forces the test personnel to
rank their applications. Rating the degrco to which these parameters are
satisfied by a particular DMS results in a series of individual scores (by
parameter) and overall scores (by system) that are easy for test personnel
to interpret and apply.

Care, however, must be taken so as not to assign too
much weight to the resulting scores. Because of the subjectivity involved,
active testing should be performed on the top rated systems, unless one sys-
tem decisively rises to the top in the rating during the test process.

The next series of techniques actively measure the per-
formance of the DMS. They should be used; 1) to more precisely measure
systems which have passed the passive stage of testing, 2) to conduct accept-
ance tests on an already-selected system, and 3) to identify and correct prob-
lems in already-operational systems. Regarding the latter situation, the pre-
ceding steps usually can be omitted because they involve the selection of a
DMS which, in this case, has already been done. The requirements phase of
the methodology may be repeated because of the possibility of a significant
change in the requirements since the implementation of the DMS, but this,
normally, would concern no difications to the utilization of the present system
(different file structure, access methods, etc.), rather thar a possible re-
placement of the present system with another.
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{3)  Step-b.

The sixth step in the methodology consists of obtaining
general performance data on the total software configuration which would
include the operating system, the DMS and the applications programs.
Benchmark programs and/or hardware monitors would be used to obtain
this data, which would be used to evaluate the speed and performance of thé
computing system as a whole, including the DMS. Because of the presence
of two variables, the.operating system and the applications programas, the
derived data cannot be assumed to be an absolute reflection on the quality of
the DMS. In host DMSs, the problem associated with the DMS-OS interface
is limited to the OS version under which the system is operating and the con-
trol of this variable is greater. For example, IDS only operates under
GECQS and by simply testing the system under one of the most current
versions, representative timing and performance data can be obtained, where-
as DMSs that operate under a variety of operating systems make it difficult
if not impossible to obtain representative performance data,

¥

The standardization of compilers will alleviate the prob-
lem resulting from the utilization of different sets of benchmark programs to
test DMS that reside in diverse machine environments. When the language
dialects of compilers are standardized, then a single set of benchmark pro-
3 grams can be written and subsequently executed within all the different hard-
ware/operating system environments which house the candidate DMSs.

The criteria to be employed in-technique selection should
be based on the problem at hand and the available facilities. For instance,
benchmarks normally would be chosen for a new system evaluation because
' the use of a hardware monitor presumes that so:ne sort of benchmark or
. actual applications programs already exist which can then be run on the
-3 monitored system. Since benchmark programs would have to be written any-
) way, the additional expense incurred in renting a hardware monitor could be
avoided.

However, if test personnel are attempting to identify a
problem area within an already-operational DMS, technique selection should
be governed by the cost and ease of implementation. For example, if a hard-
ware monitor and personnel trained in its us.} are available and inexpensive,
then it could serve as the test vehicle If, hewever, it'was determined that
the cost of writing and executing benclmark programs was less than utilizing
hardware monitors in terms of man-hours « xpended and the cost of computer
time, then benchmarks should be employed.

If the results from this level of testing indicate that one
DMS 18 far superior to another then the testing process can be terminated.
lf, however, the results are inconclusive or further information regarding
the utilization of different techniques within a DMS is desired, then the
testing should continue.
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. - The seventl 4t6p in the methodology s used to further test
the proficiency of gne DMS vis~2-vis andther in terms of their common
attributés and also to-ev@ivate the perforrmance of various techniques within
otig DMSB: The fi’b_i‘fgék" ¢ase would be used jor DMS sclection while the latter
would be used for DMS optirnization,

L amindy s’
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) ":If.*vtfxe results of lgvel six testing did not clearly indicate
@ guperior DMS, then the testing becomes more specific and those attributes
éararumpn to thé candidate systems that are considered the most vital vis-a-

o A

5 vis uger reguivemerits aré measlred using software monitors and/or kernel

- analysie. At this stage of the hsting process there should be no more than

oy a.couple of candidates remaining; theiefore, the use of such techniques would
o ) be plractical,

, ! Software monitors would be the recommended approach
because of thé {lexibility provided by théir utilization. Any and all parts of
the ‘DMS#: can be measured with the only qualification being the quality of
the documentation available., Without good documentation, the utiliza-
tion of this technigque is difficult if not impossible,

Kernel analy#is, like software monitoring, possesses a
good deal of flaxibility, but the asquisition-of useful timing data presumes
the exictence of soeme sort of systern/fuser monitor or accounting system to
igolate the functions to be meamired ajid to collect timing data on them.

. Unlegs the system already performs this function, testing personnel would
be required to genezate some software monitors,

4 The utllization of such techniques to further refine the
measurement data already collectéd might seem like an esoteric exercise,
‘but inmany processing environments, time costs money and a difference of
micro-seconds between the execution of ene DMS function vis-a-vis another
can represent a significant cost saving or expenditure when you consider the
number of times a particular module may be executed during a day. Also
becauee of the variables iuvolved in benchmark testing, the system seeming-
ly with the hest performance might, in fact, not be the most efficient sys-
tem. Therefore, software monitors can substantiate or refute a previously
arrived at decision.

©Of course, one must weigh the cost involved in embedding
seftware monitors within a couple of DMSs against the cost that might even-
tually be incurred if the most efficient DMS iz not selected. The testing may
cleariy point to the best candidate before this level of testing is ever reached
and it wonld be fruitlese fo continrue, but if this is not the case then the de-
cision stated above muat he made.

This level of testing also could be used to optimize parti-
cular capabilities within & DMS. Softwar- monitors, keenel analysis and
modeling car be used tu identify problem areas within a particular DMS and
also to optimcae the efficiency of the DMS, If the problem area hus been
loosely 1dentitied, then, by using the above mentioned techniques, the cause
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of the problem can be piipointed and perhaps co; rected by experimenting
with other procedures and obtaining performance data on them. For example,
a software monitor may indicate that the access method that is presently
being utilized is the cause of the bottleneck. Then by using a modeling tech-
nique 'such as FORMS, warious other file structures and access methods can
be simulated and perfosmance data collected. Decigions can then be based
on hard quantifiable data.

Beczause: or the limited capabilities of the presently avail-
able modeling packages. software monitors again would be the most feasible
f the three techniques,, the only requirement being that good documentation
of the DMS must be available.

The information gathered during the implementation of
these techniques should be sufficient to reach a decision. However, if even
a more thorough undérstanding of the system is desired and it is worth the
price, then the testing could proceed to Step 8.

(5) Step 8

Step 8 consists of either using hardware monitors in con-
junction with software menitors or employing a sophisticated modeling and
simulation packages to derive a more complete understanding of total sys-
tem performance.

These techniques are neither easy nor inexpensive to
employ, but certain situations might require their utilization.

No small amount of planning is required to properly em-
ploy a combination of hardware/software monitors. The hardware monitors
and system's clocks must be synchronized in order to reduce, collate and
subsequently analyse the collected data. Duplication should be avoided and
the monitors should be soplaced as to capture the performance of the
whole system. For example, while software monitors are embedded in the
DMS, the hardware monitors can be determining channel, activity, CPU-I/O
overlap and device activity. This data, after it is reduced and collated can
then ve used to reconstruct the operation of the system, including DMS-0OS
interface, DMS-applications programs interaction, etc.

Modeling or simulating an entire system would be almost
prcaibitively expensive and difficult unless pre-packaged software could be
used. Such software, however, is at present neither flexible nor specific
crough to accomplish the purpose associated with this level of testing. This
technique was included, however, because of the capabilities that may even.
tually lie within the utilization of this technique.

Subsequent to the completion of this level of testing, the
complete methodology has been traversed and a decision regarding the
selection, acceptance, or optimization of a DMS should have been made.

If not, then, the methodology allows testing personnel to
re-2nter the cycle at any point. Perhaps the requirements need to be

111




T  TPIEETET F

i o A
DRE Y i T e AN RS g

AT

re~examined - even the réquirement for a DMS, or perhaps the data collected
indicated a problem area or vital functign that had dot been previcusly in-
vestigated. Therefore,- the tast- personnel ruitbe- allowed to reiracé some [
of their steps and reaccampli@h ‘some of the testing. with the new situation -
being considered. .As soon ar a DMS or a particular aspect of it, has been @
selected or. accapted, the tésiing can stop.

AN

or

c. Surnmary

The DMS Test Methodology appearing above is to serve as a
guideline in the selection and/or acceptance of a DMS or the solution of a
DMS problem, it is to be used as a tool to guide system test personnel
through the logical processes that make up-a test methodology. It does not
attempt or suggest that the teat process be completely constricted to the
framework suggested by the methodology. Steps can be skipped and the
hierarchy can be entered or exited at any point within the schema. The main
aim is to help arrive at the selgction, accv ptance or optimization of a DMS
and the tocl can and should be molded to ecnincide with the purposes or each
particular test and evaluation,

N
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IV, DMS CHARACTERISTIC/TEST PAIRING

1. Introduction

The purpose of this section is to make a firm link between the DMS char-
acteristics which were presented in Section Il and the various test techniques
which were described in Section 1M,

Part 2, Characteristic Aggregation, will discuss the situation in which
many DMS characteristics are measured in aggregate by given testing tech-
nigues and ways of interpreting the results of these tests including how to iso-

late required unique characteristics by the use of multi-pnase testing tech-
niques.

Part 3, Characp:ristic/Test Pairs, will make the firm link between each
of the characteristi.s listed in Section II and those testing techniques des-
cribed in Section IIf which can be used to test the characteristics.

Part 4, Measurement/Test Pairs, will use the results of Part 3 to indi-

cate in what way each test technique will be used for evaluating a particular
DMs.
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2. Characteristic Aggregation

Many of the DMS characteristics listed in Section* Il are stro.gly inter-
related or bound together, and may be tested either in whole -0 in zz«t. An
example of this phenomenon would be in Section IV.3.3 - Software Facilities.
This characteristic is further broken down into thirteen cther characteristics,

but they are all inter-related and bound together as one zrea of DMS charac-~
teristics,

The discriminatory powers of certain tést meli:ods are broad enbugh
and can be used to test DMS characteristics in aggregate. Benchmark pro»
grams can be designed to measure a general area or a single characteristic
of a DMS, The same can be said of all of the Iu}4S test tools, especially
those producing "hard" results,

The situation described in the preceding paragraphs results in the case
where many DMS characteristics are mes wired in aggregate by given test
tools. In some cases an aggregate measareinent may give the desired re-
sults or, the evaluation team can interpret the results of the aggregate test
to isolate the performance of a single characteristic, Multi-phase testing
can also be a valuable tool to isolats a desired characteristic's test resulits
when testing in an aggregate fashjon, Various factors, such as hardware/
software environment, test data, etc., can be varied with each test run to
highlight the perfurmance of.a desired characteristic, This requires, how-
ever, that the prospective testor be familiar with the operations of the DMS
being tested so that the resii!i.8 of the multi-phasing reflect the performance
of the characteristic that j» in question,
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3, Characteristic/Test Pairs

LN NENAA RN s

This section will make a firm link betwéwit-al. of the DMS characteris-
tics and the various techniques. This linking p¥acess is chown'in matrix ,
form with the DMS characteristics listed in Section I forming ihe rows, «nd
the testing techniques, which are identified by lafver codes, forming the cel-
umns. The letter codes assigned to the testing techn'ques are:

’ A - Benchmark Programs
B - Modeling
C -  Simulation
D - Hardware Monitor
E -  Software Monitor
F - Dccumentation Analysis
G -  Operational Analysis
H - Numerical Scoring Method N N
The characteristics and test techniques will be linked together by the pre- .

sence of either an "H" or "S" in the applicable column, The letter "H" indi-
cates that the résults of the test will be "Hard" anc "J" indicates "Soft" test
results,

Also included in the matrix is a reference number which references the

matrix shown in Part 4, "Measurement/Test Pairs, " which is described ),
in the next section, ’
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‘Test Techniqué: Benchmark Tests
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Number
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L III 1.
1,15 1.
L IL 2,°
L IIL 2.
ILIIL 2,
ILIIL 3
I, 1L 3.
L IIL 3.
3..
3.
3
.3

[SS 2 AN
™ -

-
[N

»

I, 111,

e

v vt

-
-

b S SR

NN(‘«“NNN»—-NN.’—MNN

[FC OIS

-
-

I, 11T, 4

1 111 4. 1

I IIL 4. 1. 2
LIIL 4.2
LIL4.2.1
I IIT. 4. 2, 3
LI 4. 2,4

MEASUREMENT/FBST PAIRS

Gross tzmmgs.

Gross Aifnings.
Gross timings; -
‘Gross timingss.

Gross tu‘nmgs.
Gross timings.
Gross«tim’ih‘ifs;
Gross- txmmgs.

Gross: txmmgs.«

Gross: timings,
Gross timings.,
Gross timings.
Gross :timihg 8,
‘Gross timings;
‘Gross-timings,
Gross timihgs;
Gross tlmmgu.
Gross tifings,
Gross timings,
&ross timings,
‘Gross timings.

Gross timings.,
Gross timings.
C}roés timings,
Gross timings..
Gross timinhgs,

Gross timing-compare to-OS access method tiriihg s,
Groés timing-compate totimings of T, 11 3,2.2.2..
Gross timing-compare to- timirigs of 1,11 3..2.,2. 1.

Gross txmmga.
Gross txmmgs.;
Gross txmmg,s.
Gross timingsd,.
Gross timings,
Gross timings.
Gross timings.
Gross timings.
Gross timings,

Gross timings, .

Gross timings,

Mea suremen‘c
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Sl
N k2
[RONNCOE Y
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RIS
P M
VI,

B “@ig&f R

Reference
Number

I
IL I

IL L 2
.12, 1
14

IL II

IL 1L 2. 4. 3
11 1L 4

1L 1L 5

IL 111
IL IIL 1
I 1IL 2
IL IIL 3
IL IIL 4
IL TIL.5
IL IIL 6
I 1f, 6. 1
I1. 1I1,.6. 2

UL L2, 1.2, 1
I L 2. 1.2, 2
I 1 2. 1.2, 3
IV.L3
IV.1.3.1
V.1 3.2
V.1 3.3
V.19

V.1, 9.5.2
IV.1L9.5.3
V.1 9. 5.4
IV.1.9. 6
IV.L9.6.1
V.1, 9. 6.2
IVi 1. 9. 6.3
IV.19.6.4
IV, 19,7

Measurement

Gross timings.
Gross timings,
Gross timings..
Gross timings,
Gross timings,

Gross timings.
Gross-timings,
Gross timings.
Gross timings..
Gross timings.
Grossg timings.
Gross timings,
Gross timings.
Gross timings.

‘Gross-timings.

Gross timings,
Gross timings.

Gross timings,
Gross timings.
Gross timings.
Gross timings,
Gross timings,
Gross timings.
Gross timings,
Grogs timings.
Gross timings,

Gross timings,
Gross timings.
Gross timings.

Gross timings,
Gross timings.
Gross timings,
Gross timings,
Gross timings.
Gross timings.
Gross timings,
Gross timings.
Gross timings.
Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings.
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IV, IIL

Reference

Num:ber

IV, IIL 3
IV, IIL 3.
v, 111,

.
. .

1.1
3.1.2
3.1.3

IV I1I, 3. 1. 4

IV.IIL 3. 1.5

IV,IIL 3, 1, 6
3.1,7
3.1.8
3.1.9
5

Iv. IIL,
IV. III,

IV, IIL.

Gross timings.
Gross timings,
Gross timings,
Gross timings.

‘Gross timings,

Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings,

Gross-timings,

Measurement
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Test Téchnigiie:

Reference
Number

I

\Im,I\iI'- Alo Zc 10 1
I; IIIG 1’0,2‘40 ‘l’t 2
LI, 1.2.2. 1
LIN1.2.2.2
LI 2.1

‘1:'. 'III.:Z. 2

‘IO III-;Z; z_. 1
LIIL3. §
LI, 3. 2.2
LIIL3.2.2.1
L.1.3.2,2. 2
1L 3.2,.2.3
ILIIL 3.2,2.4
1,111, 3.2.2. 4.
LI 3. 2. 2. 4.
1, II1. 3. 2. 2. 4.
1.II1. 4

L1IL 4. 1
1L 4.2
LI 4,2, 1
1.1IL4,2.3
I’.-’I’I’Il 4- 2.‘4

1

11

IL 1,2

II I.2.1

{,I L4

1I.1.5

II. I/I

II. IL 4

11, 1L 5

W TNV e

MEASUREMENT/TEST PAIRS
Mode ling/ Simulation

Measurement

Obtain operational tim‘ings on varying logical structures,

I/0 timings,

I/0 timings,

.Access timings,

Access timings,

Access timings,

Access timings.

Access timings,

Timing différeiiceés, .overhead differences between OS and
DMS methods.

Overhead figures for indexing.

Overhead figures for chaining.

Overhead figures for chaifing.

Overhéad.figures for chaining.

‘Overhead figures for chaining.

Overhead figures for chaining.

Overhead figurés for chaining,

Ovérhead figures for chaining,

Access timings, average number of seeks per record.

Overhead figures for indexing, access timings,

Overhead figures concerned with randomizing, access
timings,

Access timings,

Access timings, overhead figures,

Access'timings, overhead: figures,

I/0 timings, device usage statistics; channel activity,.
head figures,

I/0 timings, device usage statistics, channel activity,
head figures,

I/O overlap, device usage statistics, overhead figures,.

1/0 overlap, device usage statistics, overhead figures,

1/0 timings, device usage statistics, gross timings,

Overhead figures, Jdevice usage-statistics.

oveYy-

ovVer-

Overhead figures, device usage statistics, channel acti-ity
and,overlap.

Overhead figures, device usage statistica,

I/0 activity figures, device usage statistics, access timings,
overhead figures,
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£
4

R‘; ference
N zmbe r

,I’l ” ‘II%\‘S.‘ ‘n.
11,15, 5. 2
ILIL 5.3

I1.I1. 5. 3. 2
ILIL 5. 3.3
1L 11, 5. 3. 3.2,
I 11, 5.3, 3.3
iLIL 5. 3.3.4

ILIL 6

IL IO
II. 111, 2

ILIIL 3
II. IIL 4
II. IIL. 5
ILIIL 6
IL 111, 6. 1
IL. 111, 6. 2
IL 11, 6. 6

II. 111, 6. 6. 3

ILINL 7
ILIIL. 8

ILIV, 1
1L IV. 2
ILIV.3
ILIV.4
ILIV.S

111

Measurement

Accessitimings, averagé number of seeks, I/Qtimings.and
.overlap.

Access timings, 1/0 timings, ‘device usage sta.t;.s‘m.s.

Overhiead figures, I/0 tithings,. device usage statistics,
grossg timings.

Overhead figures; I/Q:timings, device-usage statistics,
groas timings, '

Overhead figures, 1/0 timings, device usage statistics,
gross timings,

Overhead figures, I/O timings, device usage statistics,

~ gross-timings,

Overhead figures, I/0 timings, device usage statistics,
gross timings.

‘Overhead figures, I/0 timings, device usage’ statistics,
gross timings,

Overhead figures, 1/O usage statistics.

Access timings, devi~e usage statisti¢s, I/O:file activity,

Access timings, d: ceé usage statistics, 1/0 file activity,
I/0O overlap..

Device usage g, ' s.vcs, 1/0 activity asid overlap, overhead
figures. _

Device usaoe ‘tutistice, I/O activity.and overlap, overhead
figures.

Device usdge statistics, 1/0 activity and overlap, 6verhead
figures,

Teyice usage statistics, I/O activity and overlap, overhead

~ figures.

Device usage -statistics, 170 activity and overlap, overhead
figures,

Device usage statistics, I/O activity and overlap, overhead
figures,

Device usage statistics, channel activity, 1/O overlap.

Device usage statistics, channel activity, I/O overlap,
overhead figures,

Device usage statistics, channel activity, /O overlap,

Device usage statistics, channel activity, I/O overlap.

N odule activity, gross timings,
Mndule activity, gross timings,
Mndale activity, gross timings,
M Juh. activity, gross timings.
Module activity, gross timings.

1/C - otivity, overhead figures, device usage statistics,
wedule activity,
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Reference
Number Meagurement
IIL IX I/0 activity, overhead figures, device usage statistics.
: IIL 111 I/O-activity, overhead figures, device usage statisiics.
L IV I/0 activity, overhead figures, device usage statisvics.
3
v I/0 activity and overlap, overhead figures, vevice usage
statistics, module activity.
4 IV.L2 Channel activity, I/0 timings, overhead figures, access
timings.
- IV.L 3 Access timings, average number of seeks per hit, I/O
overlap and timings.
‘ 3 ' IvV.1.3.1 Access timings, average nwiber of seeks per hit, 1/0:
W overlap and timings,
RRE IvV.L 3.2 Access timings, average number of seeks per hit, I/Q
L V. overlap and timings, 4
. IV.L.3.3 Access timings, averags number of seeks per hit, I/0
b overlap and timings.
;‘ IV.L7 Overhead figures, 1/O usage and overlap.
T V.19 Module activity, gross timings.
. IV.1.9.5.2 Module activity, gross timings.
IV.1.9.5.3 Module activity, gross timings.
b IV.1.9.5.4 Module activity, gross timings,
; IV.1.9.6 Module aétivity, gross timings.
Iv.1.9.6.1 Module activity, gross timings.
Iv.1,9.6.2 Module activity, gross.timings,
Iv.1,9. 6.3 Module activity; gross timings.
IV.1.9, 6.4 Module activity, grose timings.
w.1.9,7 Module activity, gross-timings,
V. 1 Device usage statistics, I/0O channel activity and ovevlap,
I/Q tirmings.
Iv, I Module .activity, device usage statistics, 1/0 activity-over-
lap, overhead figures, scheduling activity, allocation,
IV, IIL 3 ‘Module activity, device usage statistics, 1/0O activity-over-
iap, overhead figures, scheduling activity, allocation.
v, 111, 3, 1.2 Module activity, device usage statistics, 1/0Q activity-over.
lap, overhead figures, scheduling activity, allocation,
v, 1L 3. 1.3 Modvle activity, device usage statistics, I/O activity-over-
lap, overhead figures, scheduling activity, allocation.
IV, 1.3, 1,5 Module activity, device usage statistics, 1/O activity-over-
lap, overhead figures, scheduling activity, allocation.
IvV.111.3,1,7 Module activity, device usage statistics, 1/0 actirity-over.

lap, overhead figures, scheduling activity, alljocation,

197

o: o . . B #'@”‘“‘WMVWVV 0 M Tt A oy g
- (S B Honm < v SIS .- S vorhiaine i i RS IR RN K- deti B PO ARE ORI Yo




[, 2 ML ATL S s

o Reference
. Number Measurement
o IV.IIL 4. L Module activity, device usage statistics, I/O-activity-over-
N lap, ovérhead f figures, scheduling activity, allocation,
IV, 114, 2 Module act1v1ty, device usage statistics,, I/0 activity-over-
> lap, overhead figures, scheduling activity, allocation.
< IV.IIL. 5 Module: activity, device usage statistics, I/O activity-over-
- . lap, overkead f-gures scheduling ac’'vity, allocation.
e IV, 1L 6. 1 Module activity, device usage statistic ; 1/0 activity-over-
) lap, overhead figures, scheduling . livity, allocation.
IV.IIL 6, 2 Module activity, device usage statistics, I/0-activity-over-
lap, overhead figures, scheduling activity, allocation:
IV.IIL 6. 3 Module activity, device usage statistics, IO activity-over~
lap, overhead figures, schedulitig activity, allocation,
IV 1L 6. 4 Moduie activity, device usage statistics, I/O activity-over=
lap, overhead figures, scheduling activity, allocation.
S 198
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Test Techhique:

Reference

Number

I III

LI 1.2.2.1
LIIL 1,2.2.2
LIIL 4

ILIIL. 4. 1
I.III. 4.2

11

IL 1

1L II

ILILS
ILILS. Y
II.IL, 5. 1. 1, 2
II. II‘ 5‘ 1' 1. 3
ILIL 5.).2,1
ILIILG.1.2,2

ILIL 5.2

IL III
I1. IIL, 2

I, IIL, 3

i1, 111, 4

IL. 1L 6. 6
1L I 6. 6. 1

11 UL 6. 6. 2

Ve b iyt 4ot A B i,

et E e

MEASUREMENT/TEST PAIR3

Hardware Monitors

Measurement

Channel activity, I/0 activity, gross timings.

Core usage statistics, channel-I/O activity and timings.
Core usage statistics, channel-l/O activity and timings,
Channel activity, 1/O activity and timings, access timings,

Channel activity,

core allocation,

Channel activity,
Channel activity,
Channel activity,
Chanznel activity,
I/0 overlap.
Channel activity,
1/0 overlap.
Channel activity,
I/0 overlap.
Channel activity,
1/0 overlap.
Channel activity,
I/0 overlap.
Channel activity,
I/0 overlap,
Channel activity,
I/0 overlap.

Channel activity,
1/0 overlap.
Channel activity,
I/0 overlap.
Channel ac.ivity,
1/0 overlap.
Channel activity,
I/0. overlap.
Channel activity,
1/0 overlap.
Channel activity,
1/0 overlap.
Channel activity,
1/0 overlap.

I/0 activity and timings,

I/0O activity and timings,
I/0 activity and timings,
1/0 activity and timings,
I/0 activity and timings;

I/0 activity and timings;.

1/0 activity and timings,
I/0 activity and timings,
I/0 activity and timings,
1/0 activity and timings,

I/0Q activity ard timings,

I/0 activity and timings,
1/0O activity and timings,
I/0 activity and timings,
1/0 activity and timings,
I/0 activity and timings,
I/0 activity and timings,

I/0 activity and timings,

199

‘Channel activity, I/0 activity and timings, access timings,
core allocation.

access timings,

allocation,
allocation,
allocation,
allocation,

core
core
core
core

core allocation,

core allocation,
core allocation,
core allocation,
core allocation,

core allocation,

core allocation,

core allocation,
cors a'location,
core au..5.ation,
core allocatior ,
core allocation,

core allocation,
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Reference

Number

II1

IIL 1IN 1
IIL 1IL 1.
IIL IIL. 1

v
V. L3
V. 1. 3.1
V.1 3.2
IV.L 3.3
IV.L9

BN

Measurement

Channel activity, device usage statistics, I/0 timings and
overlap
Channel activity, device usage statistics, IO timings and

.overlap

CPU timings.

CPU timings.

CPU timings.

CPU timings.

Module activity.

Core usage statistics.

Device usage statistics, I/0 activity.

CPU timings, core/module usage statistics.
CPU timings, core/module usage statistics.
CPU timings, core/module usage stitistics.
I/0 timings, module usage statistics.

CPU tinings, module activity statistics,
Module activity statistics.

Module activity statistics, I/O usage and timings,
Module activity statistics, CPU time.
Module activity statistics, CPU time.

Core usage statistics.

Channel activity statistics, I/0 activity statistics.
Module activity statistics.

Module activity statistics.,

Module activity statistics.

Module activity statistics.
Module activity statistics.
Module activity statistics.
Module activity statistics.
CPU timings.
CPU timings.
CPU timings.
Module activity statistics.
CPU timings.

Module activity statistics.
Module activity statistics.
Module activity statistics.

Channel activity, I/Q activity and overlaps, module activity,

Channel activity, I/O activity and overlaps, timings.
Channel activity, 1/O activity and overlaps, timings.
Channel activity, 1/O activity and overlaps, timings.
Channel activity, 1/0 activity and overlaps, timings.
Channel activity, 1/0O activity and overlaps, tin.ings,
Channel activity, I/0 activity and overlaps, timings,
Channel activity, 1/0 activity and overlaps, t'mings.
Channel activity, I/O activity and overlaps, timings.
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Reférence
Number
anmoer

IV.1. 9,4
IV. L9,

=
-

—t
===
L

Pttt et et et
ek
Bt bt
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sié\pxc\oxo‘m'-
W N

e
00

2233

IV.IL 3, 1,1
IV. 1L 3. 1. 2
IV.1IL 3. 1. 3
IV. IIL 3, 1. 4
IV.TIL 3,1, 5
IV.IIL 3.1, 6
IV. I, 3. 1. 7
IV IIL 3. 1. 8
IV, IIL §

S gy
et s ettt

Channel activity,
Channel activity,
Channel activity,
Channel activity,
Channel activity,
Channel activity,

Channel activity,

Channel activity,
Channel-activity,
Channel activity,
Channel activity,

Méasurement

I/0 activity and ovérlaps,
1/0 activity and ovérlaps,
1/0 activity and. overlaps,
I/0 activity and overlaps
I/0 activity and overlaps,
I/0 activity and ove rlaps,
I/0 activity and ove rlaps,
I/0 activity and overlaps,
1/0 activity and overlaps,
1/0 activity and overlaps,
I/0 activity and overlaps,

timings,
timings,
timings,
timings,
timings,
timings,
timings,
timings,
timings,

timings,

timings,

Core usage,
activity,
Core usage,
activity,
Core usage,
activity,
Core usage,
activity,
Core usage,
activity,
Core usage,
activity,
Core usage,
activity,
Coré usage,
activity,
Core usage,
activity,

I/0 and channel activity,
1/0 and channel activity,

}/O and channel activity,

I/0 and channel activity,

I/0 and channel activity,
I/0 and channel activity,
I/0 and channel activity,
I/0 and ¢hannel activity,

I/0 and channel activity,
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timings, module
timings, module
timings, module
timings, module
timings, module
timings; module
timings, module
timings, module

timings, module




S

\\c

-

MEASUREMENT/TEST PAIRS

Test Technique: Software Monitors

Reference
Number

.
-

~NOosWL WiV

e
H .
.

Bt bt et b e
Pttt bt et i ed Bt

.
.

HHH:—QHHHH
R

LIII
LIIL1.2.2.1

LI 1.2.2,2
LIIL 2. 1

L I 2.
I IIL
I IIL.
I 1L
I 1L
I I
L IIL
I IIL
L 1L

-
—

.
-
Y

e o o o
NNV
- -
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vy
m»h»h:hml\n-‘

.
.
.

Lad
4
-4
el e el el i ol ol
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Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings,
Gross timings,

Gross timings,

Measurement

overhead figures,
overhead figures,
overhead figures,

overhead figures,

overhead figures,
overhead figures,
overhead figures,
overhead figures,

overhead figures,

activity /overlap.

Gross timings,

overhead figures,

activity /overlap.
Same as L III, 1,2, 2. 1~-compare.
Averageé seek time per record.
Same as L, III, 2, l-compare,
Same as L IIL 2. 1-2. 2-compare,
Same as L III. 1.2,2. 1 and 1.2.2,2,

Gross average record.access time,
Gross average record access time,
Gross average record access time,
Gross average record access time,

Overhead figures,

‘Overhead figures.

Overhead figures.

Gross average record access time, overhead figures,
Average access times, overhead figures, module activity.

module
module
module
module
module
module
module
module

module

activities.
activities.
activities,
activities,
activities,
activities.
activities,
activities,

activities,

I/0

access timings, I/0O

Average access times, overhead figures,

Average
Average

activity,

Average record access timings,
Average record access timings,
record access timings,
record access timings,
record access timings,

Average
Average
Average

Gross timings,
activity,

record access timings,
record access timings,
Average record access timings,
Average record access timings,

channel activity,

202

overhead figures.
overhead figures,
overhead figures,
overhead figures.

overhead f{igures,
overhead figures,

overhead figures.

overhead figures,
overhead figures.
overhead figures,
overhead figures,
overhead figures.
overhead figures,

m

odule

170 overlap, module

compare




Reference
Number

II.1.4
ILLS
ILII
ILIL 5

ILILS. 1

1L I
ILIIL 2

IL IIL 3
I1. IIL. 4
IL IIL. 5
IL IIL 6
IL IIL. 6. 1
I 1L, 6. 2
ILIIL 7
II. IIL. 8

Measurement

M 4 -2

Gross timings, channel activity, 1/0 overlap, module

activity.

Module activity, timings, overhead figures,

Module activity, timings, overhead figures, channel activ-
ity, I/0 overlaps.
Module activity, timings, overhead figures, channel activ-
ity, I/O:overlaps, access time,
Module activity, timings, overhead figures, channel-activ-
ity, I/O overlaps, access time,
Channel dctivity, 1/O overlap.
Channel activity, I/O overlap,

Same as II; IL 5.
Same as II,II. 5

Overhead figures,

Gross timings,
Gross ‘timings,
activities,
Gross timings,
activities.
Gross timings,

module
module

module

module

activities, overhead.

Gross timings,
activities,
Gross timings,
activities,
Gross timings,
activities,
Gross timings,
activities.
Gross timings,
activities.
Gross timings,
activities.

module
module
module
module
module

module

activity.
activity,

activity,
activity,
activity,
activity,
activity,
activity,
activity,

activity,

average
average
average
average
average
average
average
average

average

access time,
access time,
access time,
access time,
access time,
access time,
access time,
accéss time,

access time,

I/0
1/0
1/0
I/0
I/0
I/0
I/0
I/0
1/0

Module activity, overhead involved, channel.and I/0O activ-

ity, overlap.

Module activity, overhead involved, channel and I/0O activ-

ity, overlap.

Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures,

203

(._‘.\

L S
TS
AR
a3

spe, wax
\
At

A peem
——

R e o e

i a
Bl e U el R ST TN




Elia F AL

%

Saflowian o

Reference
Number

-
et

.
>
.

-
.

= b=t =t
= =t -

=t ot Pt Pt bl i beed bt et g
. . H - - H H

.

-
<

— -
[ B an B o

-
.
-

-t
—

Pt bt bt P4
Pt bt bt d
=

111,

-
. e e e o & ® o e o o o e

.
-
-

e o
¢ o e

o o e
-

Wb P LW W WWIIN DNV
o o o e . . « o o . .

.
.

IL II
IIL, I,

™V i — O 00 =~ O~ U p

o

Overhead figures.
Overhead figures,
Overhead figures,
Overhead figures.

‘Overhead figures.

Overhead figures,
Overhead figures,
Overhead figures.
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures.
Overhead figures.
Overhead figures,
Overhead figures,
Overhead {igures,
Overhead figures,
Module attivity,

Measurement

module activity,
device (channel) usage.

module activity,
access timings.

I/O activities and timings,
CPU timings, meoedule activity.
module activities.

:module activities,

module activities, access timings.

module activity.
module activity.

Core usage statistics,

Channel activity.

Overhead figures,
Overhead figures,
Overhed figures.
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures.
Overhead figures,
Overhead figures.
Overhead figures.
Overhead figures.
Overhead figures,
Overhead figures,
Overhead figures,
Overhead figures.
Overhead figures.
Overhead figures,
Overhead figures,

Overhead figures,

Module activity, I/O and channel activities, gross timings,

access timings,

gross timings, ‘module activity.
gross timings, module activity.

module activity,
module activity.
CPU timings,

module activity,
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Reference:
Number:

IV.L3
IV.L3.1
IV.1.3.2
IV.1.3:3
Iv.1.9
IV.L9.1
V.. 9.2
IvV.1.9.3
IV L 9.4
IV.1.9.5
IV.1.9,5.2
V.1 9.5.3
IV.L 9. 5.4
IV.1.9. 6
IV.L 9. 6.1
IV.1.9. 6.2
IV.1.9. 6.3
IV.1.9. 6.4
IV.2: 9,7

iv. I
IV, IIL 1

IV, 1L 2. 3. 1. 1

Measurements

Module activity, I70 and channel activities, gross timings,
-access timings,
Module activity, I/O:and channel.activities, gross timings,
~ access timings,
Module activity, 1/O and channel activities, gross timings,
access timings,
Module activity, 1/O and channel activities, gross.timings,
access timings.

Madule activity,
-head figures.
Module activity,
head figures.
Module activity,
~ head figures,
Module accivity,
head figures.
Module activity,
head figures.

Module activity,

head figures..
Module activity,
head figures.
Module activity,
head figures.
Module activity,
head figures,
Module activity,
head figures.
Module activity,
head fjgures,
Module activity,
head figures.
Module activity,
head figures.
Module activity,
head figures,
Module activity,
head figures,

Module activity,
head figures.
Moedule activity,
head figures,
Module activity,
head figures,

gross-timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,
gross timings,

gross timings,

gross timings,
gross timings,

gross timings,
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170 timings/overlap,
1/0 timings/overlap,
I/0 timings/overlap,
1/0 timings/overlap,
170 timitigs/overlap;
I/0 timings/overlap,
I/0 timings/overlap,
I/0 timings/overlap,
I/0 timings/overlap,
I/0 timings/overlap,
1/0 timings/overlap,
I/0 timings/overlap,
I/0 timings/overlap,
I/0 timings/overlap,

I/O timings/overlap,

1/0 timings/overlap,
1/0 timings/overlap,

I/0 timings/overlap,

over-
over-
over-
over-
over=
overs-
over=
over-
over-
over=
over=-
over=
over-
over-

over-

OvVelre
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Refe rence ]
Numbe r

o—————

IV.UL 2, 3.7, 2

V. IL2.3. 1. 3

IV.IIL2.3. 2. §

IV.IIL.2,3.2; 2

IV.IIL 2, 3.3, }

IV.IIL2.3.3,2

IV, 111, 2. 3,3, 3
IV.IIL.2,3.4. 1
IV.1I1L 2, 3.4, 2
IV. 11, 2.3.4.3
IV, IIL 3
IV.IIL 3. 1. }
V.11 3, 1. 2
V. IIL 3.1. 3
IV.IIL 3, 1. 4
IV.IIL 3. L v
IViIIL 3. 1.6
IV.IIL 3. 1. 7
IV.III.3, 1.8
IV.IIL 3. 1. 9
IV.IIL 5

w&wmgwwm e

Madule acthty,‘
“hedd ﬁgures,
Module act,vﬁzy :

bead ng
Nodul& actwd:y

h(&i’sd figutes.
Moaule aétw;ty,‘

head: figures, .
M{Ic;uie acfzvﬂy ‘

head figutes, .

Modulv actwatyﬁ
jaeacl ’ﬁgum's.
Modyle a(*fwitg,
‘head. fgures,
Modile acith; o
thead: tighies,
Module activity,
‘head. fighres,
Moduh’ actnntv,\
head figarés,
Module ac.ythy,v
head fxg,ures.
Module aciivity,
head hgurese
Module activity,
head figures.
Module activity,
head figures,
Module activity,
head. figures,
Module activity,
head figures..
Module activity,
head: figures,
Module activity,
head figureés;
Module activity,
head figures,
Module activity,
head figures,
Module activity,
head figures,

s‘ ’ T

Measuremémtw -
g’zr.asg:m A;gﬁ, 1/6) tlmmgs, avze,r;,,;.,,

gzﬁééé‘ timings, ‘M@%fxr_r’tu'rég'si‘ﬂg?ve‘r.lé?@ oY
g ge,j_g_ E‘,ti‘xfﬁnp B, .»j;f’/;ef:tixhiﬁgs,’éoire rlap, -

g Foss. tmungs" i O tipings/e ove rlap,,

grosg tm;amgs, ?I/ O t1mmg &/, overle.p,

Hrods t;mmgs 3/ Qéhmm 57 ove: ¥ L:l, pr

g¥oss timitgs, Otimings foverlap;

gross tmiings, /0 timihgsloveriap,

groes timings, 1/ Otimings/ overlep,

grossitimings, ¥/O-timings/overlap,

gross timings, I/Qtimingsfoveflap,

ross-timings, /O timingsloverlap,
2. ung \ P

gross timings, /0 ¢{imings/ovezlap,
gross timings, 1/Otimings/ioverlap,
gross timings, llc}:timingé,i overlap,
gross timings, ¥/ 0 timings/ovériap,
gross timings, 1/0 timinga/oveslap,.

gross timings, 1/Otimings/overlap;

gross timings, 170-timings/ovéclap,

gross timings, I/0 timings/overlap,
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Reference
Number
LI1
LIL3
I, IL 4

i R LII,4.2

> 1.LIIL4,3

3 I. IIO 40 4

: I.I1,4.5

¢ € 1.11. 4. 6

? L.IL 4.7

. £ IIX

9 ILIII 1.2.2, 1

LI 1.2.2.2

™
Y—

ILI.3.2.1
I, 1.3, 2.2
IL13.2,3
I, 1. 3.2. 4

MEASUREMENT/TEST PAIRS

Test Technique: Operational Analysis

Measurement

Operational performarnce

Operational performance
Operational performance

Operational performance.

Operational performance
Operational performance
Operationay performance
Operational performance
Operational performance

Overall performance of storage structure.
Performance/characteristics of the 'OS-supplied access

methods,

Performance/characteristics of the DMS-supplied access

methods,
Operational performance

‘Operational performance

Operational performance
Operational performance
Operational performance
Operational performance
Operational performance
Operational performance

Operational performance

Detect any.operational problems of handling files created

by this language.

Detect any opcrational problems of handling files created

by this language,

Detect any operational problemis of handling files created

by this language.

Detect any operational problems of handling files created

by this language.

evaluation,

evaluation,
evaluation,
evaluation,
evaluation,
evaluation,
evaluation,
evaluation,
evaluation;

evaluation.
evaluation.
evitluation,
evaluation.
evaluation,
evaluation.
evaluation.
evaluation,

evaluation,

Find any operational problems with this attribute.
Find any coperational problems with tkis attribute,
Find any operational problems with this attribute.
Detect any problems concerning file population function,

Detect problems/outstanding points of the Update function,

Detect operational good and bad points of access and mani-
pulation.

207




1.

Reference:

Number

.

.
W W wr
o o e

oW

oIyt Ui
W Lo W W W WY

II. 111
1L 111 1
11, 111, 2
11, I1I, 3
I 111..4
IL 1L 5
IL IIL 6
IL I11. 6. 1
IL IIL 6, 2
IL 111 7
II. 111, 8

IL IV, 1
IL1V.2
IL IV. 3
1L 1V, 4
IL IV, 5

II1
IILL I1
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Measurement

Operational pex'fozjrnanée

Operationail performance-
Operational performance
Operational.performance.

Operafional performance
Operational perfcrmance
Operational perforimmance

Operational performance:

Operational perférmance

Operational periormance

Operational performance

Operational performance
Operational pérformance
Operational performance
Operational performance
Operationa] performance
Operational performance
Opcrational performance
Operational performance
Operational gerformance

Determine ease of use and/or probleins withc-form: during;

operation,

analysis.
analysis..

analysis,
analysis:
analysis,
analysis;
analysis,
analysis,
analysis,

analysis,
analysis,

analysis;

analysis,
analysis,
analysis,
analysis.

-analysis,
analysis.

analysis,
analysis,

Determine if there are enough operands during use plus

correctness..

Determine if there are enough operators during use plus

correctness.

Determine reliability and correctness of statistics,

Determine reliability and correctness of the conditional

expressions.

Operational performance/characteristical evaluation,

Operational performance evaluation of all system error

recording,

Check for proper termination.
Check for proper execution,
Check for proper execution.
Check for proper execution.
Check for proper execution,

Operational anauysis,
Operational analysis.
Operational analysis.
Operational analysis.
Operationzl analysis,
Operational analysis.
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IIL 1L 1. 1
IIL, 1L 1. 2
1L I, 1. 3
IIL 111 1, 4
IIL2IL 2
111, 111, 3
111, 111 3,
IIL. IIL.
111, IIL,
III. II1.
I
I

1
3.2
3.3
4,1
I1L. IIL 4. 2.
111, 111, 4. 2
II1. 1. 4. 4

4.5

IIL IIL.

2.1
.2:2

IIL IV. 9. 1

III. IV, 9.2

IIL. IV, 9.3

IILIV. 11. 1
I IV, 11. 2
IILL IV, 11.3
IILIV.11.4
III. IV. 12, 1
IIL IV, 12.2
L Iv. 12, 3
L IV. 12.4

v
V.12
IV.L 3
IV, L3
IV.L3
IV. L 3.

L5

1.6

iv,
IV. L

‘Measurement

Arnalysis -of system resources-usable,
Analysis of system resources usable,

Operational analysis

of user~-gpecified limitations..

Operational analysis .of user-sgpecified limitations,

Operational analysis
Operational analysis
Operational analysis
Operational analysis
Operational.analysis
Operationalanalysis

Operational analysis
Operational analysis
Operational aalysis
Operational analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Andlysis
Operational analysis

Operational analysis-

Operational analysis
Operational analysis
Operational analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis

of write
of writza
of write
of write

Operationel anaiysis
Operational nalysis
Operational analysis
Operational analysis
Operatisnal analysis
Operational analysis
Analysis of language
Operational analysis

of user-specified limitations,
of user-rpecified lirritations.
ol user-specified limitations,
of user-specified lirfiitations,
of user-specified limitativns,
of user-specified limitations.

of error detection wnd recovery.
of error detectior aad recovery.
of error detecticn and recovery.
of error detect’on and recovery.

of error messages,

of file backup.facilities provided,
of file backup facilities provided.
of file backup facilities provided.
of file backup facilities provided.
of processing interrupt facilities.
of processing interrupt facilities,
of processing interrupt facilities.

of process termination,
of process alteration,

of automatic destruction capability,
of automatic destruction capability.
of automatic destruction.capability.

of read protection facilities provided,
of read protection facilities provided.
of read protection facilities provided,
of read protection facilities provided.
protection facilities provided,.
protection facilities provided,
protection facilities provided,
protection facilities provided

of the host environment interrelatichships.

of the programming modes provided,

of the access methods,

of the access methods,

of the access methods.

of the access methods,

form in operational use,

of data structure referencing statement.
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o Reference
> Number Measurement

Iv.1,6.2.1 Operational analysis of data structure referencing statement.
IV.L 6.3, Y Operational analysis of data structure referencing statement.
IV.1.6.4,1 Operational analysis of data structure referencing statement,

IV.L 7.2 Analysis of error handling facilities.

S IV.1.7.3. 1 Analysis of selection criteria during use.

IV.1.7.3.2 Analysis of selection criteria during use.

f g IVv.1.7.3.2.1 Analysis of selection criteria during use.

8 IV.1.7.3,3 Analysis of selection criteria during use.

3 ‘ ¢ IvVv.1.7.3.3.1 Analysis of selection criteria during use,

E . IV.L.7.3.3.2. 1 Analysis of selection criteria during use.

A ‘ IV.1,7.3.3.2.2 Analysis of selection criteria during use.

4 IvV.1.7.3.3,2.3 Analysis of selection criteria during use.

. IV.1.7.3.3.3 Analyuis of selection c¥iteria during use,

IV.1.7.3.4 Analysis of selection criteria during use,

Iv.L.8. 1.1 Operational analysis of security features provided.
L ‘ IV.L 8. 1.2 Operational analysis of security features provided.

TN IV.18.2 Operational arilysis of security features provided.

3 IV.1.8.3.1 Operational anhalysis of security features provided.
I3 Iv.1.8.3.2 ‘Operational analysis of security features provided.
Iv.1.8.3.3 Overational analysis of security features provided.
oo IV.L 9 Operational analysis of data manipulation staterierds,
3 IVv.L. 9.1 Operational analysis of data manipulation statern«ats,

v Iv.1.9.2 Operational analysis of data manipulation state nents,

. iv.1,9.3 Operational analysis of data manipulation stai¢menty,
& Iv.1.9.4 Operational analysis of data manipulation stntements:.

% Iv.1. 9.5 Operational analysis of data manipulation siaterments,
3 IvV.1.9.5. 2 Operational analysis of access statemeants,

. IV.L9.5.2.1 Operational analysis of access statemesss,
IV.1.9.5.3 Operational analysis of these statemeris.

IV.1,9.5.4 Operational analysis of these statems %3,
o Iv.1.9. 6 Operational analysis of these stateraents,
IV.1.9.6. 1 Operational analysis of these stateimecyts.

IV.L 9.6.2 Operational analysis of these stalernents.

R Iv.1.9.6.3 Operational analysis of these statements,

Iv.1.9.6. 4 Operational analysis of these statements,
IV.L 97 Operational analysis of these statemw-ts,
IV.1.9.7.2. 1 Operational analysis of these btatemenmts.
Iv.1.9.7.2.2 Operational analysis of these statements,

Iv. 11, 3.4, 1 Operational analysis ci the sign-off procedure,
IV.11,3.4.2 Operational analysis of the sign-off procedure,
IV.I1. 3,4, 3 Operational analyusis of the sign-off procedure.
1IV.I1L 3,5.1.2.1 Operational analysis of CRT featuret.
IV.IIL 3,5.1,2,2 Operational analysis of CRT f{catures,
IV, 1L 3,5. 1. 3. 1 Opcrational analysis of CRT .features,

210

RN NN s
ERaEh TRy




AR

N F S eyt 5

BN \T‘

Refersnce
Number |

1
V. IIL 1,
1

1v, 111,
Iv, II1,
IV, I1L,
v, IIL,
Iv, I1I,
Iv, I1IL
IV, il
IV, III,
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Operational analysis
Operational analysis
Operational analysis
Operational analysis
Operational analysis
Operitivnal analysis
Opérational analysis

Analysis
Arnalysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis

Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis
Analysis

Ana.ysis
Analysis
Analysis
Analysis
Analysis
Analysis
Anziysis
AXL&’.’YSiS
Annlysis
Analysis
Analysis

E,y B ekl et
WU Dt s s e i Sty s e spin Sy R

N

5 2 3
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Measuremerit

of CRT features:
of CRT features.
of CRT features.
of CRT features.
of CRT features.
of CRT features:
of CRT features,

of teletype error correction facilities.
of teletype error correction {acilities,
of teletype error correction facilities.
of teletype error correction facilities.
of teletype error correction faciiities.
of impact of unusable keyboard keys.
of recovery procedure facilities.

of recovery procedure facilities.

of recovery procedure facilities,

of the uniprogramming environment,
of the multiprogramming-environment.
of the multiprogramrming environment.
of the multiprogramming environment.
of the multiprogramming environment.
of the multiprogramming environment,
of thé multiprocessing environment,
of data base integrity features.
Operational evaluation of sche luling/interrupt handling,
Operational evaluation of scheduling/interrupt handling,

of features for
of features for
of features for
of features for
of features for
of features for
of features for
of features for
of features for
of features for
of features for

concurxency of operations.
concurrency of operatiomns,
concurrency of operations,
concurrency of operations,
concurrencv of operations,
concurrency of operations,
concurreacy of operations,
concurrency of operations,
concurrency of operatjons,
concurrency of operations,
concurrency of operations,

Operational analysis of software facilities,
Operational analysis of software facilities.
Operational analysis «f software facilities.
Operational analysis of software facilities.
Operational analysis of software facilities.
Operational analysis of soitware facilities,
Operational analysis »f software facilities,
Operational analysis of goftwaze facilities.
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% Reference
© Number Measurement
- IV, 111 3, 1. 8 Operational analysis. of softwaré facilities.
! (i IV,IIL 3, 1. 9 Operational analysis of software facilities.
IV. 1L 3.2, 1 Operational analysis of software facilities.
3 IV.IIL 3.2.2 Operational analysis of software facilities.
o IV.I1I1. 4. 1 Operational analysis of interactive operation,
IV.IIL.4.1. 1.1 Operational analysis of interactive operation.
IV.III.4,1, 1.2 Operational analysis of interactive operation,
4 IV.IIL.4.1. 1.3 Operational analysis of interactive operation.
IV.IiI. 4.2 Operational analysis of conversational mode operation,
. IV.IIL 4,2. 1 Operational analysis of conversational mode operation,
N Iv.115,. 4,2, 2 Operational analysis of conversational mode operation.
IV.IIL. 4.2, 3 Operational analysis of conversational mode operation,
IV, IIL. 4. 2,4 Operational analysis of conversational mode operation,
IV,I1I1. 4.2, 5 Operational-analysis of conversational mode operation,
IV.111.4.2. 6 Operational analysis of conversational mode operation.
IV.111.4, 2. 7 Operational analysis of conversational mode operation.
IV.IJ1. 4. 2.8 Operational analysis of .conversaticnal mode operation,
IV, Iil. 4. 2,10, 1 Operational evaluation, ]
IV.IIL 5 Operational analysis of batch process operation,
IV, I11,.5. 1, 1 Operational analysis of batch process operation,
; IV IIL 5. %, 2 Operational analysis of batch process cperation,
IM,IIL S, 1,3 Operational analysis of batch process operation.
3 v, 1. 5.2 Operational analysis of batch process operation.
] IV, I11.56.2. 1 Operational analysis of batch process operation.
IV.IIL. 5. 2,2 Operational analysis of batch process operation.
IV, IIL. 5. 2.3 ‘Operational analysis of batch process operation,
Iv. III §,2.4 Operationa{.analysis of batch process operation,
% IV, 115, 5. 3. 1 Operationul analysis of batch process operation..
@ IV, I, 5. 3.2 Operational analysis of hatch process operation.
IV.IIL 5, 3.3 Operational analysis of batch process operation,
IV.IIL 5. 3. 4 Cperational analysis of batch process operation,
IV, IIL 5. 4 Operational analysis of batch process operation.
IV, UL 5.5 Operational analysis of batch process operation,
IV, 5, 6 Operational analysis of batch process operation.
IV.IIL 5, 7 Operational analysis of batch process “-peration,
IV. 1. 5.3 Operational analysis of batch process operation.
IV. I 5.9. 1 Jperational analysis of batch process operation,
IV.III, 5. 9.2 Operational analysis of batch process operation,
IV, 111 5, 16. 1 Operational ana.ly.ns of batch process operation.
. IV, IIL 5. 10. 2 Operational analysis of batch process operation,
= IV, III, 5. 10. 3 Operational analysis of batch process operation,
IV, 1l 5. 11 Operational analysis of Fatch process operation.
IV. I 6. 1 Operational analysis of LUMS.
IV, I, 6, 2 Operational analysis of DMS.
v, 1. 6. 3 Operational analysis of DMS,
IV, JIL 6, 4 Operational analysis of DMS,
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Test Technique: Documentation Analysis

Reference
Numkber

LI
LL1.2.1.,1
LIL1.2, 1.2
LI1.2, 1.3
LIl1.2.4.1
L1.1.2.2.2
It I. 10 2- 2. 3
Io Io 10 30 1- 1
ILIL1.3.1.2
I. Ic 1. 3; 2.2
LILL163

Io I. lv 6.“4
Io 10'2- 3- 50 l
I.1.2.3.5.2
ILI,2.3,5.3
Io I) 2» 5: 1
I.LI.2.5.2
LI.2.5.4.3
L1.2.5.4.4
Il I. 20 5. 40 5
I.I.3.5.1
I,I.3.5.2
I.LI.3.5.3
[.I.3.5.4
ILL.4.5, i

Io Iu4. 5'2
I.LI.4.5.3

Io I' 51 35 4. 1
I. Io 50 50 I
LLI,5.5.2
L1,5.5.3

x 5 A .
P ' o - S v L I wome am aes I I

MEASUREMENT/TEST PAIRS

[ 5 B Y

Measurement

Determine types. of structure allowable.

Determine what the system term is. ~

Determine the storage representation, e

Determine allowable length.

Determine 'what the systém term is.

Determine the storage representation.

Determine allowable length,

What is the fixed length.

Find the allowable length range.

Find the allowable length range,

What are the output editing attributes.

What are the I/O conversion attributes,

Find whether group identifiers/sequencers are required or
optional.

Find the number of items used as identifiers/sequencers.

Find whether identifiers/sequenrcers are ascending/des-
cending sequence,

Find the number and type of constituent items.

Find the number and type of constituent items in compound
group.

Find the allowable number of levels of subordination.

Find the allowable number of dependent groups per parent
group.

Find the allowable number of peer groups at same level of
subordination, i

Find allowable number of levels of subordination of com-
posite groups,

Find allowable number of dependent groups per parent group.

¥ind allowable number of peer groups at same level of
subordination.

Find the placement criteria for inserticn of a new consti-
tuent group occurrence.

Find the limitation number and type of group/group rela-
tionships comprising the entry.

Find the number of hierarchic levels allowed per entry.

Find the number of relations in which a dependent group 1nay
participate.

Find the maximum number of synonyms allowable.

What is the allowable number of files per data base.

Find the allowable number and type of entries per file.

Find the limitations on inter-entry relations,
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Reference
Number
LIL11

I I 3.6.1
IIL 3.6.2
IIL 3.6.3
I.II.3. 6. 4
I.II. 3. 6.5
LIL3:7
I.IL 3.8
LIL4.7.3
L III
LIL1.2.11
LI 1.2, 1.2
ILIIL 1.2.4
1, IIL. 4

II

ILL2. L5
IL.L3.1.2.3
I.1.3.2.5
I.L. 3.6
IL.L4.5

IL 11, 3.2.1
ILIL 3.2.6
ILII.3.2.7
I 11, 4. 2..1
II,II. 4. 4

IL, 11, 4.5

IL 1L 6- 1

II. 11, 6. 2
1,11 6.8
IL11. 6.9

It. 1L 6. 10
IL I, 1. 1. 1
ILIH, 1. 1.2
ILIL 1.2, 1
ILIL1.2.2
T I 2,2

Ii 1L 3.2
LI 7. 3.4
IILI111.8.3.8
ILIV.5.3.3

Measurement.

Find what language form is used, )

Find which attributes may be deleted for an item..

Find which attributes may be deleted for a g¢ yp.

Find which attributes may be deleted for a group relation:
Find which attributes may be deleted for an entry,

Find which attributes may be deleted for a file,

Find which attributes may be expanded or modified.

Find which attributes may be deleted or replaced.

Find the sequence of constituent definitions,

What is the allcwablé storage structure,

What sequential devices are available,

What direct access devices are:available,

What control does the user have over index arrangement,
What storage access methods are available,

What datd manipulation functions are available,

What. diagnosgtics are provided,

What other physical media is acceptable,

What other system processors are available.

What are the multi-file input capabilities,

What monitoring and error detection facilities are provided.

What format(s) is used.

What data validation featurés are provided.

What data editing and transformation features are provided.
Find the format used.

Find the data validation features. available.

Find the editing and transformation features available.
Find what system detected errors are provided.

Find what operating system errors are provided.

Find what system statistics are provided.

Find what audit trail features are provided,

Find what backup file features are available,

Find what operators are available.

Find what logical connectors are available,

Find how complex e¢xpressions can be,

Find how many levels of nesting are provided.

Find what data selzction statements are available,
Find what data extraction statements are available.
Find the number of lines per page provided,

Find what standard uptions are provided,

Determine how many conditional expressions can be com-
bined directly,
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Reference
Number

ILIV.5.3.,4
ILIV.5,3.7

HL L 1.1
11191

IM, IV, 5
Iv.1.7.2
IvV.L7.3,2.1
IV.L.7.3.3.1

Iv. 1L

IV.IL. 3.5.1,3.
4,3,2

IV, 11.3.5,1.3,
4.4

Ww.IL3.5.2,1

Ivl IIII 3! 1. 6

ELAR S N S . -l
. < - A CoamE L T e L en ke Glm e st st i s e

Measurement

Determine maximum number of levels of nesting using
_ parentheses. ‘
Find what the precedence rules. for logical connectors with-

in parentheses are,
Find how many recording categories are provided.
Find out what types of error recording are provided,

Determine the maximum number of access categories with-
in each security level.

Determine what type of error handling is provided,

Find what conditional expression capabilities are available
for selecticn,

Find what logical and relational operators are provided.

Find what the processor requirements are.

Find what the minimum memory requirements are,

Find what the minimum memory requirements are,

Find what the required hardware options are,

Determine what the tape drive requirements are.

Determine the direct access device requirements,

Determine what the tape drive requirements are.

Determine the direct access device requirements.

Find the maximum number of on-line consoles or terminals
to be connected,

Find the maximum number of act've consoles.

Find the maximum number of on-line users,

Determine what the machine interface is,

Find what the manual start-i 2 procedure is,

Find what the automatic start.up procedure iz,

Determine the number of lines per display,
Determine the number of characters per line or display,

Determine what the available character set is.

Determine the speed in characters per second on the tele-
type.

Find what the system reserved keyboard characters are.

Find the number of special command keys and their defini~
tion.

Determine what the additional software feature facilities are.
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Reference
Number Measurement
IV.III.4. 1. 1.3  Fina which DMS functions are available in the interactive
‘ ‘mode.
IV.III.4.2. 1 Find which DMS functions are available in the conversa-
tional mode,
IV.IIL 5, 11 Determine ‘the maximum number of users that can simul-

taneously operate remotely.

IV.IV. 1.1 Determine if the documentation is adequate.
IV.IV. 1.2 Determine if the documentation is adequate.
IV.IV. 1.3 Determine if the documentation is adequate,
IV.IV. 1.4 Determine if the décumentation is adequate.
IV.1v.2. 1, 1 Determine if the documentation is adequate.
Iv.Iv.2. 1.2 Determiine if the documentation is adequate.
IV.IV.2. 1,3 Determine if the documentation is adequate,
Iv.1v.2.2,1 Determine if the documentation is adequate,
IV.1v.2.2,2 Determine if the documentation is adequate.
w.1v.2,2.3 Determine if the documentation is adequate.
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MEASUREMENT/TEST PAIRS

Test Technique: Numerical Scoring Methods
Reference
¢ Numbe r Measurement
E LLL1 Yes/no.
% LL1.2.1L1 Yes/no,
LLl2. 1.2 Rating scheme.
LLL2.1.3 Rating scheme.
LL12.1.4 Ye's/no,
LLL.2.2.1 Yes/no,
.LI.1.2.2.2 Rating scheme,
LL1.2.2;3 Rating scheme,
A3 I.1.1.2.2.4 Yes/no,
38 I.I.1.2.3.1 Yes/no,
LI.1l.2.3.2 Yes/no.
3 LLL2.3.3 Yes/no.
LIL 131 Yes/no.
1 LLL3 11 Yesino.
E 1 LI.1.3,1.2 Rating scheme.
: L1.1.3.1.3,1 Yes/no.
E: L.I.1.3.1.3.2 Yes/no, rating scheme,
P | LI.1.3,1,3,3 Yes/no.
x LI.1.3. 1.4 Rating scheme, yes/no.
: LLL3.15 Yes/no.
: LLL3.16 Yes /no.
: LI.L.3.2.1 Yes/no,
, LI1l3.2,2 Yes/no, rating scheme.
LI.1.3.2,3.1 Yes/no.
I.I.1.3,2,3.2 Yes/no.
L11,3.2.3.4 Yes/no, rating scheme.
LI.1,3.2.5 Yes/no.
LIL.1.3,2.6 Yes/no.
LI 1.4.1 Yes/no.
LI1l.4,2 Yes/no.
LI 1.4,3 Yes/no.
LL1.4.4 Yes/no,
ILI.1.4.5.1 Yes/no.
LLI.1.4.5.2 Yes/no,
LI1L1l4.6 Yes/uo,
LL1L5 1.1 Yes/no,
LL1.5 1.2 Yes/no.
LL1.52.1 Yes/no,
LI.1,5.2.2 Yes/no,
I.I,1.6. 1 Yes/no, rating scheme,
I.I.1.6,2 Yes/no, rating scheme,
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, Reference
Number Measurement

ILI,1.6.3 Yes/no, rating scheme.
I.I.1. 6.4 Yes/no, rating scheme.
I.I.,1.6.5 Yes/no.

LLLT.1 Yes/no.

LLI.L1.7.2 Yes/no.

.I.1.7.3 Yes/no.

LI.L1.7.4 Yes/no.

.LLL1,7.5 Yes/no.

ILL2.1 Yes/no,

I.I.2.2.1 Yes/no.

I.LI.2.2.2 Yes/no.

1.1,2.2.3 Yes/no.

1.I.2.2.4 Yes/no.

L1L2.3.1 Yes/no, rating schéme.
I.I.2.3.2 Rating scheme,
.I.2.3.3 Yes/no.

LI.2.3.4 Yes/no.

I.L.2.3.5.1 Yes/no.

I.1.2.3.5.2 Rating scheme.
1.1.2,3.5.3 Yes/no, rating scheme.
I.I.2.4. 1.1 Yes/no.

1.I.2.4. 1.2 Yes/no,

LlL2.4.2.1 Yes/no.

1.1,2.4.2.2 Yes/no.

I.I.2.5.1 Rating scheme.
L1.2.5.2 Rating schemie,
1.1,2.5.3 Rating scheme.
.L1.2.5.4 Rating scheme.
I.1.2.5.4. 1 Yes/no,

1.1,2.5.4.2 Yes/no.

I.I.2.5.4.3 Rating scheme.
I.LI.2.5.4.4 Rating scheme.
LI.2.5.4.5 Rating scheme.

I.I.2.6. 1 Yes/no.

I.I.2.6.2 Yes/no.

ILI.3.1 Yes/no.

1.1.3.2.1 Yes/no.

I.1.3.2.2. 1 Yes/no.

1.1.3.2.2.2 Yes/no.

L 3.3.1 Yes/no.

1.1.3.3.2 Yes/no.

1,1, 3. 3.3 Yes/no.

LI.3.3.4 Yes/no,

1.I.3.4. 1.1 Yes/no.

.LI.3.4.1,2 Yes/no,
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i lL 1.1
LIL1.2

Yes/no,
Yes/no,
Rating scheme,
Rating scheme,
Rating scheme,
Rating scheme.
Rating scheme,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes /no.
Yes/ao.,
Yes/no,
Yes/no,
Rating scheme,
Yes/no.,
Yes/no.
Yes/no,
Rating scheme.
Rating scheme.

Yes/no, rating scheme,

Yes/no.
Yes/no.
Yes/no.
Yes/no.

Rating scheme.
Yes/no,

id

Measurement
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LIL 4. 2. 3. 4.

3.12

LI 4. 2. 3. 4,

3.13

1,11 4,2, 3.4,

3.14

IL11.4,2.3. 4.

3.15

LIL 4,2, 3.4,
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I II..4. 2. 3. 4,
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Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.

Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.

o
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Yes/no,

Yes/no,
Yes/no.
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Measurement

Rating scheme.

Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.

rating scheme,

221




AR~ B - B
Bt A

Q 4 (
% ﬁ : 1 Y x\g.g{ em*«}sggrgw wﬂjxgyﬁg

KPR N SRV Ao b

o Refprence

Numbe r_.

-
-

F—2i—t,
uqtvgxn—-.p-wwiv;wg-g

3
ot b
4
.

-
Pt bt bt g bt Pl ) ey

-
-
-

. .
¥
[FCP RO

b

3
.

NHNNooooge

Sk et
- »

:“:‘*"‘:‘“:“2"“:"’:“;:Ff':’21

.

[ oS Y

O UL WV e DV e

L. III

L IIL 4.
L IIL 4.

BN

™ s

WY e

O’\U’l“i:pvpb)l\’o—o

Yes/no.

Yes /no,
Yes/no.
Yes/no.
Yes/no.
Yes /no.
Yes/no,
Yes/no.

Yes/né.~
Rating scheme.

Yes/no,
Yes /no,
Yes /no.
Yes/no.
Yes/no,
Yés/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes /no.

Yes/no.

Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Y»s/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
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Measurement

rating scheme,
rating scheme,

possibly rating scheme.
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Reference
Number Measurement
ILIII.4.1,2. 1 Yes/no.
LIL4.1.,2.2 Yes/no.
ILIII.4.1.2.3 Yes/no. “
LI, 4.2 Yes/no. i
LIII.4.2. 1 Yes/no. |
LIII.4.2.2 Yes/no, |
ILI1II.4,2.2.1 Yes/no. i
LIIL4.2.3 Yes/no, :
LIl 4. 2,4 Yes/no, i
{
LTI 1 Yes/no.
ILL 1.2 Yes/no, !
ILL L3 Yes/no,
II.1.1. 4 Yes/nc. ‘
ILL 15 Yes/no.
ILLL6 Yes/no.
__ ILL2.1.1 Yes/no.
] I.1. 2.1, 2: Yes /no.
ILL2.1.3 Yes /no,
E ILL2.1.4 Yes/no.
ILL2.1.5 Yes/no.
ILL2.2 Yes/no.
ILL2.3.1 Yes/no.,
R I.1.2.3.2 Yes/no,
o 1I.1,2, 3, 3.1 Yes/no.
A II.1.2.3.3.2 Yes/no,
3 11,1,2.3.3. 3 Yes/no,
3 IL1.3 Yes/no..
11,1,3. 1. 1 Yes/no.
ILL3.1.2.1 Yes/no.,
R ILL3.1.2.2 Yes/no,
s I.,1.3.1.2.3 Yes/no, rating scheme.
k II.1,3.2.1 Yes/no,
" I, L.3,2.2 Yes/no,
I1.1.3.2.3 Yes/no,
1,1.3.2. 4 Yes/no,
1. L. 3.2.5 Yes/no, rating scheme.
11.1.3.3 Yes/no, rating scheme.
II.1, 3.4 Yes/no.
II.1.3.5. 1. 1 Yes/no.
II.1.3,5. 1.2 Yes/no,
11.1,3.5. 1. 3 Yes/no,
I.1.3.5.2 Yes/no.
ILL3.5.3.1 Yes/no,
II.1.3.5.3,2 Yes/no,
1I.1.3.5.3. 3 Yes/no.
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ILIL 1.1
ILIL 1.2

S e el S

Yes/no.,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Ye. 'no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Xes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.

Yes/no.
Yes/no.

possibly a r

Measurement

rating scheme,

g scheme,
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Measurement

Rating scheme,

Yes/no,
Yes/no,
Yes/no.
Yes /no,
Yes/no,
Yes/no,
Yits /no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes /no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/nc
Yes/no,
Yes/no,
‘fes/no,
Yes/no,
Yes/no,
Yes /no,
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,

rating scheme,

rating scheme.
rating scheme,

possibly rating scheme.
possibly rating scheme.
rating scheme,

possibly rating scheme.
rating scheme.

225

RSIP-SJEPR. ) 5

Ll




Reference

Number

23

\

.
N
< e
[ASAY

.
.

.
-

.

wwuuwwwwwwwwuwwp
L]

.

.
”»

»
.
* e @

-
“

GEUEURUECRURURU RO U RO

.-.--.-\oooqcsm.#wwwawwwu:wwwwwwwwww

-

-
.
-

-
.
-

-
.
.

-
-

-
.
-

.

Ky
-

.

.

-
wwuwwwwwwwwwmww.@wmuwuwwNNNNS\xN»—-z—-H-.—-

-
.
.

»stNr—-o—‘v--o--n-n-nt-n—-a- .---’--.-.-u.-‘-.-u-p-o\m.pwwh—

.1
. L
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.1
.1
1
2
1,2
2
.2
.2
2,
.3
.3
3
3,
3.
3
.
1
1
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IIQ II. 65

Yes /no,
Yés/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.

‘Measurement

rating schenie,
rating scheme,

rating scheme,

Rating scheme,

Yes/no,
Yes./no.
Yes/no.
Yes/no,

.1Yes/no,
.2 Yes/no,

Yes/no.

Yesino..

Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no,
5 Yes/no,
Yoo fno,

Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes /no,
Yes/no,

Yes/na,

Yes/no.
Yes/no.
Yes /no.
Yes/uo.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.

rating scheme.
rating scheme,
rating scheme,
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Reference

Number Measurement
IL IIL 1, 1 Yes/no, rating scheme.

ILIIL 1. 1.1 Yes/no,

ILILI1.1.2 Yes/no,

ILIII. 1. 2. 1 Yes/no,

ILIIL 1.2, 2 Yes/no, possibly rating scheme,
ILII1.2.3 Yes/no,

II,IIL.:. 2. 4 Yes/no,

ILIIL 1.3 Yes/no.

II. 111, 1..4. 1 Yes/no.

II.III. 1. 4.2 Yes/no,

IL 111, 1. 4. 3 Yes/no,

IL 1. 1. 4.4 Yes/no,

IILITL 1.4.5 Yes/no,

IILLIII. 1. 4.6 Yes/no,

11,111, 1. 4. 7 Yes/no.

IL 1L 2. 1 Yes/no,

ILIIL 2.2 Yes/ho, possibly rating scheme.
IILII1. 2. 3. 1 Yes/no,

IL I, 2.3, 1, 1 Yes/no.

L1, 2.3, 1.2 Yeus/no,

II. IIL. 2. 3.2 Yes/no,

I, I, 2. 4 Yes/no,

IL 1. 2. 3 Yes/no,

II. 111 2. 6 Yes/no,

IL II1. 2. 6. 1 Yes/no.

I, 111, 2. 6. 2 Yes/no,

I1. IZ1. 2, 6, 3. Yes/no,

.11 2, 6. 4 Yes/no,

ILIL2.6.5 Yes/nc,

I, ITL. 2. 6. 6 Yes/no,

1T 111, 2. 6. 7 Yes/no,

IL. II1. 3 Yes/no,

LI 3.1 Yes/no,

1L M1, 3. 2 Yes/no, possibly 2 rating scheme.
11, 111, 3. 3 Yes/no,

11, Iil, 3. 4. 1 Yes/no,

LI 3. 1.2 Yes/no,

I 111, 3. 4. 3 Yes/no,

11, 111, 3. 4. 4 Yes/n-,

II.IIL. 3, 4.5 Yes/uo,

1L 111, 3. 4. & Yes/no.

1L M. 3. 5 Yes/no,

I, 1L 3. 6. 1 Yes/no,

I II1. 3. 6. 2 Yes/no,

IL 111 3,7 Yes/no,

II, IIL 3. 8 Yes/no, possibly a rating scheme of other devices,
I1. 11 3.8 Yes/no,




Reiference
Number

1
1

2

L 6. 2.1
IL IIL 6. 2. 2
IL 111 6. 3. 1
IL {IL 6. 3. 2
IL IIL 6. 3. 3
1L IIL 6. 3. 4
IL IIL 6. 4, 1
I IIL 6. 4. 2
1L IIL 6. 5. 1
IL IIL 6. 5. 2
IL IIL 6. 5. 3
IL I1L 6. 5. 4
IL 1L 6. 6. 1
IL IIL 6. 6. 1
IL 1IL 6. 6.
IL. 1L 6. 6.
6

11, I11, 6.
I1, IIL 6.
II. IIL 6.

O e o DY e OV e

Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes /no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.

Measurement
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Reference
Number

1. III.
IL IIL,
Ii. IIL.
YL 1L
1L IIL
1L, IIL
IL, III,
II, IIL,
I IIL
IL. 111,
1L IIL,
IL, IIL
IL, II1,
1L IIL 7.
I IIL 7.
IL IIL. 7.
IL, IIL 7.
1L I 7.,
IL IIL 7.

-qq-qq-q-qq.q«:«x«)\xs:-a-q

I, 1L
11, 111, 7.
IL IIL 7.5, 12
IL L. 7.5, 13
IL II1. 7. 5. 14
11, NI 8, 1

1L, 111, &,
I 1l

Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.

Measurement

rating scheme.
rating scheme,

possibly a rating scheme.

possibly a rating scheme,
possibly a rating scheme.
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Reference
Number

IL. III, 8.
II. II1. 8.
I, IIL 8.
1L, IIL 8.
IL, IIL 8,
IL IIL
IL IIL
IL IIL
IL IIL
IL 111,
IL IIL
IL IIL
IL IIL
IL III.

II. III.
IL, III,
IL IIL,
1L, IIL,
1L IIL,

L)

IL, III,

»

8
8
8
8
8.
8.
8.
8
8.
8.
8
8.
8
8.
8
8
.8
8
8
8
II. 111, 8.
8.
[, 8
8
8
8
8
8
8.
8
8
8
8
8
8.
8
8
8
8
.8
.8

II. IIL
IL I1L
11, IIL,
1L IIL

II 111,
1L IfL

II 1L,
I, I1L,
11, IIL,
11, IIL,
11, IIL.

Yes/no,
Yes/no.
Yes/no.
Yes /no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,

Yes/no. .

Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,

Measurement

possibly a rating scheme.
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Reference
Number

L1

IL1
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Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes /no,

Yes/no,
Yes /no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes /no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no;
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yecs/no.
Yes/noa,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,

Measurement
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I IV,
IL IV.
IL IV,
IL IV,
IL. IV.
IL .1
IL I
IL I3
ILI
ILI
I. I
II. T
ILI
II.1
IL I
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II. I
IL1I
II. 1

I IV
IL.1
IL. I
I.1
II. 1
IL.1

IL IV.
ILIV.
IL IV,
IL 1V,
IL IV,
IL. IV.
II. IV,
II, IV,
IL IV,
IL IV,
IL. IV,
IL 1IV.
IL IV,
IL IV,
IL IV,
II. IV,
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3
3
3
3
3
.3
3.
. 3.
.3
. 3.
. 3.
3
.3
3
3
3
. 3.
3.
3
3
. 3,
.3.
3.
3.
. 3.
.3
3
.3
3
3.
3
3.
4
4
4
4
4
4
5
5
5
5.
5
5
5

.

Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no;
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes /no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes /no.
Yes/no,
Yes/no.
Yes /no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.

Measurement

possibly a rating scheme.

232

e




Reference
Number

3.
1L IV. 5. 3
IL 1V. 5. 3.
IL 1V. 5. 3,
IL IV. 5.3.
I IV. 5. 4
IL IV. 5.4
1L IV. 5.4
IL IV. 5.5

DO = N = o WD
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2.1

L. L2.1.3.2,
2.2

1. 1.2.1,3.2.
2.3

IIL 1.2, 1.3. 2.
3.1

III. L. 2. 1. 3. 2.
3.2

1L L 2. 1. 3. 2.
3.3

.2,1.3.2.4
2.1.3.2.3
.2.1.3.2.6
III. I. 2,1.3.2.7
1.2.1,3.2.8
2.1.3.2.9
.2.1.3.2.1

3

Rating scheme.
Rating scheme.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yés/no.

Yes/no.
Rating scheme.
Yes/no,
Yes /no.
Yes/no.
Yes/no.
Yes/no.
Yes /no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,

Yes/nc.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.

Yes/no.
Yes/no.

0 Yes/no.

Measurement
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IIL L.
IIL 1.
I L.
IL I
IIL.
IIL,
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111, 1. 4. 2, 1. 2.
1.2

I I, 4.2, 1. 2.
1.3

IIL L. 4. 2. 1. 2.
2,1

III. 1. 4. 2. 1. 2,
2,2

1. 1. 4. 2, 1. 2.
2.3

IIL 1. 4, 2. 1. 2,
2.4

III, 1. 4. 2. 1. 2,
2.5

I 1. 4. 2. 1. 2.
2.6

III. 1. 4. 2. 1. 2,

2.7
III.1.4.2.2. 1
11, 1. 4. 2. 2. L.
111, 1. 4,2, 2. 1.
1L 1.4.2.2. 1.

.1
.2

Yes/no,
Yes/no.

Yes/no..

Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,

Measurement

Yes/no, possibly a rating scheme.

Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes /no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.

Yes/no,
Yes/uno,
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Number

I1L, II.
IIL, IL.
IIL, 1L
IIL 11,
1L II.
IIL 11,
IIL, 1L
111, iL
IIL IL,
1L 1L,
1L 11,
IfL. 1L
1L 1L,
1L, IL.
11, 1L,
1L 1L,
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I

I
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I I
IIL 1L
IIL IL.
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Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/nc.,
Yes/no.
Yes/no.
Yes/no.
Yes:/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes /o,
Yes/no,
Yes/no,
Yes /no.
Yes/no.
Yes/no,
Yes /no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes /nO‘
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.

Measurement

rating scheme.
rating scheme,
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Reference
Number
—neer |

(VLI o8 ey

NI 1v. 9,
IIL IV, 10. 1
IIL IV. 10, 2
OL IV, 11,1
LIV, 11,2
LIV, 11. 3
L IV, 11. 4

Yes/no.
Yes/no.
Yes/no,

Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Y8 /no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.

Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.

Measurement

possibly a rating scheme.

Rating scheme.

Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no,
Yes/no,
Yes/no.
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Number

I Iv. 12.1
1L IV. 12,2
IIL IV. 12,3
1L IV. 12.4
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Yes/no.
Yes/no.
Yes/no.
Yes/no.

Yes/no.
Yes /no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.

Rating scheme.

Yes/no.,
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes /no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,

Rating scheme

o

Measurement

237




Reference
Number

1v.

ialala
¢
NE\JNNH

ooooooooooooooooqqqxxsqu

—t

<

ksl aka
No—-mﬁs.wwwww

23

s}

-

< <

- -
e =l =l
L Hi sl

2223234<3
e 3

22

33333
akaka

-
et -t
.

-

HHHHHHHHHHHHHHHHHHHH

-t =
33322E

<4

-

W DN =

WY

H.

Yes/no, rating scheme.

Yes/no.
Yes/no.

Measurement

Rating scheme.
Rating scheme.

Yes/no.
Yes/bo.
Yes//no.
Yes\no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.

rating scheme.
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Reference

Number Measurement
IV.1,9.6.3.4 Yes/no, rating scheme,
IV.1.9. 6.4 Yes/no,
Iv.1.9. 7.1 Yes/no.
IV.1.9.7. 2 Yes/no.
Iv.1,9.7.2. 1 Yes/no,
Iv.1.9.7,2.2 Yes/no.
IV.IL 1.1 Yes/no.
Iv.1. 1. 2.1 Rating scheme,
IV.IL 1, 2. 2 Rating scheme.
IV, IL 1.3 Rating scheme.
Iv.1L. 2.1, 1. 1 Yes/no,
Iv, 1. 2,1,1.2 Yes/no,
Iv.1. 2. 1.2, 1 Yes/no.
IvVv.IL 2.1.2.2 Yes/no,
IV.I11,2.1. 3.1 Yes/no,
iv.1.2.1. 3.2 Yes/no.
Iv.11.2.1,.3.3 Yes/no,
IV.IL 3, 1.1 Rating scheme,
IV.ILL3.1.2 Rating echeme.
Iv,11.3. 1.3 Rating scheme,
IV.I1L. 3. 2 Yes/no,
IV.IL.3,3.1 Yes/no,
IV.11.3.3.2 Yes/no.,
IV.11. 3.4, 1 Yes/no,
IV.I11.3.4,2 Yes/no,
IV.11.3.4.3 Yes/no,
IV.I1L. 3,5, 1.1 Yes /na.
IV.II.3,5.1.2.1 Yes/no.
IV.I1I.3.5.1.2.2 Yes/no.
IV.11,3,5.1.3.1 Yes/no.
IV.IL 3.5.1.3.2 Yes/no.
IV.11,3.5.1.3.3 Yes/no.
IV.IL.3.5,1.3,4 Yes/no.
IV. 1. 3.5, 1, 3.

4,1 Yes/no.
1vV. 11, 3.5, 1. 3,

4.1.1 Yes/no,
iv.IL 3,5, 1. 3.

4.1,2 Yes/no,
IV.II 3.5, 1. 3.

4,2 Yes/no,
IV.IL 3.5, 1, 3.

4,2.1 Yes/no,
IV.II,3.5,1.3,

4,2.2 Yes/no,
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Reference
Number
=noer

IVD II. 3‘ 50 -lu 30
4.3

IV.1L 3,5, 1, 3,
4.3.1

IV.11. 3.5, 1, 3.
4.3.2

IV.IL 3.5, 1, 3.
4.4
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Rating scheme;
Rating scheme.
Rating scheme,

Rating scheme,
Rating scheme,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Rating scheme,
Rating scheme,
Rating scheme,
Yes/no,
Yes/no,
Yes /no,

Yes/no,
Yes/no,

Mea aurgment

yes/ne,
yes/no,
ves/no,

Yes/no, rating schema,
Yes/no, rating scheme,

Yes/no

Yes/no.,
Yes/na.
Yes/no,
Yes/no,
Yes/nn,
Ye 8 /nﬂ.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/na,
Yes/no.
Yos/ne,
Yes/no.
Yes/no.
Yea/no.
Yesa/no.
Yes/no,
Yes/no,
Yes/no,
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I\l III 5.
IV, 1. 5

Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.

Measurement

rating scheme.

Rating scheme.
Rating schemae,

Yes/no,
Yes/no,
Yes/no.
Yes/no,
Yes/no.,
Yes/nc.
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yeés/no.
Yes/no.
Yes/no.
Yes/nc,
Yes/no,
Yes/no.
Yes/no,
Yes/no.
Yes/no.,
Yes/no.
Yes/no.
Yes /no.
Yes/no.
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no.
Yes/no.
Yes/no.
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Reference

Nurnber

IV, IIL 5. 10. 3
IV, IIL, 5. 11
IV, IIL 6. 1
IV. IIL 6, 2

IV, IIL 6. 3
IV. IIL 6. 4

IV.IV. 1.
IV.IV. L.
IV.IV. 1.
Iv.1v.
IV. IV,

Yes/no.

Rating scheme.

Yes/no,
Yes/no,
Yes/no.
Yes/no.

Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.
Yes/no,
Yes/no,
Yes/no.
Yes/no.
Yes/no.

R

Measurement
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’ SECTION V

DMS TEST SCENARIO

1. DMS EVALUATION RATIONALE

The problem of evaluating a DMS can be triggered by a variety of situa.
tions. Some examples of cases that might require the evaluation of a DMS
are; 1)introducing a new piece of hardware into the environment (stozage
media), 2) improving the performance of a current DMS, 3) selecting a DMS
for a given hardware environment, 4) selecting a DMS and a hardware con-
figuration for a set of applications and 5) selecting a set of applications for a
given DMS.

As might be expected, the answers to these problems do not stem froem
a universal technique but, dependent on the problem environment, a group of
teckniques can be merged to provide insight to a problem solution. Further,
the group of techniques employed can vary widely from problem to problem.

Regardless of the techniques used, the evaluation of a DMS will usually
encompass one or all of the following eight factors:

o Adaptability - can the system he adapted to new hardware or new
applications.

o Cross-Referencing - does the system permit inter-and intra- file
linkages.

o Data Compaction - does the system automatically edit data and com-
press record structures.

o Expense - are the initial implementation costs and operating costs
justifiable.

o File Organization - does the system have flexibility in the types of
storage siructures and access methods used.

o Hardware Independence - can the system be easily transferred to
another machine line or across generations,

Tutoring Aids - does the system provide assistance to the user.

o User Interface - does the system provide necessary languages for
the full spectrum of users.

Although there i8 no universal evaluation techniques but because these factors
are part of every evaluation problem, a methodology for selecting an evalua-
tion technique or techniques can be formulated. A methodology, in this context,
being a set of systemalic procedures that a DMS evaluation process would
follow. The methodology hierarchy introduced in Section III fits this definition.

2. EVALUATION SELECTION GUIDELINE
The evaluation methndology alladed to in the above section would have

flexibil:ty as its most prominent characteristic. Not only flexibility in terms
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of being able to address the many types of DMS evaluation problems, but also
flexibility in terms of being multi-entrant and multi-exited. This latter type ,
of flexibility is required to produce the former. For example, a DMS evalua-
tion problem that addresses the selection of a DMS for a defined operating en-
vironment is going to envelop a DMS evaluation problem that addresses the
selection of the most suitable file ntructure for a givenapplicationonanalready
selected DMS. The second evaluvwtor will not tolerate going through the same
procedures followed by the first evaluator and he should not have to tolerate
them. The methodology should direet him to an entrance and exit point with-
in the structure that solves his probiem with the least amount of time and
effort. The fact that each "DMS evaluation" brings with it a set 2f "givens" should
be an advantage in the selection of evaluationtechniques not a disadvantage.

-

Determining the methodology. <ntrance voint is not simply a process of
tracing a path through the methodology until a point is reached where the
"givens" no longer suffice. The nature of the DMS evaluation problem pro-
hibits this simplistic an approack. However, the "givens" do provide an indi-
cation as to what level of the methodology hierarchy is of interest to the user.
For example, the fact that a set of hardware requirements has been provided
moves the user one level into the methodology but it does not select the evalua-
tion technique a user would use to determine whick CPU would best satisfy his
DMS needs. In order to select the proper technique, the "givens" must be mat-
ched with the user's overall DMS needs.

3. EVALUATION SCHEDULING

Even when the ''givens'' and DMS requirements have been matched to
select a DMS evaluation technique, the actual utilization of that technique is
not guaranteed. Each technique, as shown in Section III, works best in a con-
trolled environment. If this environment can not be provided or if it is dis-
turbed, the data provided by the evaluation technique will be misleading or in
some cases, erroneous. For example, running a set of benchmark programs
to evaluate the retrieval capabilities of candidate DMSs requires that the
benchmarks be designed to sample the actual retrieval types andtaskloads that
will eventually be run under the selected DMS. If the benchmarks are poorly
designed, the data they provide could bias not only the selection of the next
evaluation step, but also the actual selection of the DMS,

If these environmental problems are to be avoided, consideration must
be given to an implementation schedule for the entire evaluation task, This
requirement means that a certain amount of analysis is going to be necessary
in order to determine what the entire evaluation task will encompass. The
user will have to know, within each level of the methodology, what techniques
will be applicable. Each technique that is applicable will then be analyzed for
the evaluation requirements it necessitates., If it is impoasible to meet the
requirements, other techniques at that level will be selected and the environ-
ment analysia process will repeat. In this manner, the user can deseribe the
overall evaluation technique in terms of the testing environment. In addition,
the scheduling of the evaluation task is accomplisi. 4 and can be used as a
guide to determine the status of the evaluation task,

244

PR— N TS B s e g




g
A,

4. EVALUATION OPERATIONS

The actual operations involved in the utilization of an evaluation technique
are, in most.cases, straightforward. This is especially true if the broad con-
text of operations is being considered. For example, the use of a set of bench-
mark programas is relatively simple. The programs are designed to represent
a sampling of the actual applications that will be run on the DMS; they are run;
data is collected; and the data is analyzed. These basic operational steps,
however, do not reflect the detailed and sometimes tedious analysis that often
lies in the background. This analysis phase is virtually omni-present in these
techniques, which besides benchmark programs, include software monitors,
numerical scoring and any other analytical technique., When considering the
schedule of an evaluation task, this analysgis is.always a prime consideration.
Lack of it can often be the cause for poor data collection and eventually a
poor evaluation.

While the operations of some evaluation techniques appear simplistic in
a general context, others appear very complex. In this group, techniques such
as modeling and simulation are included. Although "off-the-shelf" packages
are available in these categories, it is very seldom that they are designed to
give the user exactly what he requires. Even with limited modifications, these
techniques require a knowledge of mathematics and/or Operations Research
that the average evaluator seldom possesses. In many cases, this may cause
the selection of other evaluation techniques but in still others, it causes the
utilization of outside help. In any case, the actual operation of these techniques
i3 much more sophisticated and this must be considered when an-avaluation
task plan is being developed.

5. EVALUATION DATA DISCRIPTION

The data collected from the use of a particular evaluation technique is
similar regardless of the situation. This is true in spite of the many purposes
and problems for which a technique is utilized. The interpretation and analysis
of the data, however, varies from case to case and this, in turn, changes the
results expected from the utilization of a technique, The following paragraphs
describe the type of data collected when the named evaluation technique is util-
ized, No attempt is made to qualify the validily of the results.

a. Benchmarks

The data collected through the utilization of benchmark programs
are timings. These timing can eithes be overall sy stem: timings or in thy,
case of Kernel analysis CPU timinga. Because these timings are not ve 'y
refined and because the benchmarks are only 2 sample of the actual wot «load,
they are usually coupled with other event tirnings and a ratio is used to de-
cribe a certain phenomenon., For example. DMS 1 retrieval time is 31-1
better than DMS 2 for a given file structure but 1-26 for another type of file
structure.




b. Numerical Scoring

This technique utilizes a weighted scoring approach. The user
must first verify the DMS requirements and assign some numeric value asg to
the relative importance -of the requirement in an overall DMS context. Each
candidate is then judged on how well it satisfies the requirement and the score
assigned is multiplied by the weight assigned to the requirement. The DMS
awarded the highest points for that requirement would best satisfy that re-
quirement and the DMS with highest overall point count would best satisfy the
total DMS requirements.

c. Monitors
(1) Hardware Monitors

Usually a type of counter that records the occurrence of a sig-
nific: nt event, i.e,, Disc Access. The event is recorded outside the system
operating environment and therefore does not interfere with the software.
Two modes of counters are usually present in hardware monitors; a time
mode and an incident or count mode. The count mode shows how many times
a part of the system has been used in a given'time period.

(2) Software Monitors

This type of monitor is embedded into the system software, is
event dependent, and does affect the software operating environment. Timngs
are the main data collected by this technique and can be refined or as gross as
the user wishes them to be. In most cases, the time is being recorded when a
certain event occurs and recorded again once the event is over. The lapsed
time serves as the measurement data.

d, Analysis

The most subjective of the techniques and therefore the most diffi-
cult to describe in regards to its reoults. The best that can be hoped for in
this method is the knowledge that the system can not possibly provide the re-
quirement being considered. A tool for elimination not evaluation.

e. Modeling/Simulation

The most difficult techniques to categorize as far as data collected
is concerned. Because of the many levels of complexity that can be captured
by these techniques, the collected data can range from timings, to ratios, to
cost data. However, most of the data collected does revolve around refined
system timings which may or may not be capable of being transposed to cost
or value judgments.

6. EVALUATION VALIDATION
The techniques “escribed as candidate DMS evaluation techniques, ex-

cept for the analytic approach, provide some sort of quantifiable data as their
output. Although this data can be related to some nieasure, usually time, it is
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not necessarily meaningful. The final analysis step associated with any evalua-
tion technique must prove the meaningfulness of the collected data, In this
respect, the schedule of evaluation is most important. The evaluator must
have some idea of what the collected data will be or its validity will have to
be accepted. If the data is not what was expected, another technique could be
used or, for that matter, the entire evaluation approach could be altered.

7. SAMPLE CASES

The previous six sections of this paper.have described some of the con-
cepts that must be considered in any DMS evaluation. In order to further am-
plify these comments and give some insight into the use of the methodology
hierarchy, four DMS evaluation case studies are presented in this section.
The cases represent a cross-section of the evaluation problems and specifi-
cally address:

o Determining how to improve the responsiveness of a current DMS

o Lessening the storage requirements for multi-user files under a
current DMS

o) Selecting a DMS for a given host environment.

o Selection of a DMS/hardware configuration,

Each case study will consist of three parts: the situation, the evaluation pro-
cess, and the summary.

a, Casel
(1) The Situation

A set of DMS users in the XYZ corporation have become aware
of problems concerning the responsiveness of their in~-house DMS in both the
query and update modes. Since the DMS was a relatively major investment in
terms of analysis time and money, it was decided to attempt to improve the
user interface with the DMS rather than replace, it, At this point, an
evaluation plan was formulated. This plan consisted of a review of the initial
major goals of the DMS and based on these goals an evaluation of how certain
users were or were not achieving the goals,

(2) The Evaluation Process

Prior to selecting the current DMS, three major goals or ob-
jectives werc outlined. These can be summarized as follows:

o Greater Data Independence. Two areas of independence were
identified, the first was between data and programs, and the
second between data and sturage devices, That is, if data
definitions are changed, programs do not necessarily have
to change and turther, if storage devices are changed, data
definitions and programs remain relatively unchanged,



o Content Retrieval. It was desired to retrieve data records
on the data contents of the récords, and not just on the key
upon which the records are sequenced. Instead of asking
"Retrieve records for employee 1234", it is< desired to ask
"Retrieve all records for employees who are between the
ages of 25 and 35, who have a master's degree in engineering
and who speak French". With records in mass storage, it is
possibie to find all of the desired records without having to
search the entire file.

.0 Fast Response. Another desirablée feature was the ability to
answer queries and to update the file rapidly. The problems
associated with answering queries rapidly pose evident

o questions about file design. This is particularly true when

o ] the queries are complex and content retrieval is required,

R By the same token, the problems associated with file up-

" dating may not appear serious until it is realized that up-

dating includes the insertion of new records and the length-

éning of existing records as well as finding the records.

With these objectives in mind, the evaluation criteria used

to select the current DMS was heavily weighted in favor of

a DMS that offered good file organization and management

techniques. Thervfore, the prirae identifiers of the current

DMS are:

- Rapid and immediate classification of incoming data

- Quick accessibility to the desired fraction of the present
data base

- A reservoir of up-to-the-second-data

Both the query and update capability of the current DMS
rated as the "best" available, However, these two areas,
queries and updating, have at one time or another posed
problems to all the DMS users. For example, a survey con-
ducted prior to the evaluation revealed that delays of several
minutes had been realized for queries, and extensive file
updates had caused entire files to be removed from the sys-
tem.

Based on this data, the first step in the evaluation process was
to have each DMS user provide a set of benchmark programs that would best
represent his DMS workload. Because these programs would be run on the
DMS, it was felt that they would provide a meaningful way of dete rmining the
running times and resources required by different users, It was also felt that
the results from the benchmarks would provide the evaluators with not only
the processing time, but also the throughput time for specific applications
without wading through the entire DMS workload. The rusults from the bench-
mark run, however, were only as good as the programs themselves. In this
case, the benchmarks were inefficient and poorly conceived and, therefore,
the results were not a true measure of the system. With these problems, it
was also possible that the benchmarks may have operated "against" the
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system by not utilizing the truly important capabilities of the system or by
exaggerating its faults.

For the above reasons, the benchmark program data was given
little weight and other evaluation techniques were considered. However, one
thing the benchmarks did confirm was that complex queries resulted in long
response times, and that long file updates produced irrecoverable system
errors which often resulted in the loss of an entire file. Also, the benchmarks
indicated various areas that might be candidates for investigation as system
trouble spots. Note, that in this case, benchmarks were used as an indicator
for trouble spots, not as a pure evaluation tool. Based on this, a set of soft-
ware monitors were einbedded in the DMS software to collect timing data on
the file generation, retrieval, and update capabhilities of the system. The
timings were based on system clock time. Each file generation, retrieval or
update was assigned a unique event number and within each event a discrete
set of sub-events was also monitored. For example, a file 1etrieval event
was broken down into 1) determining what record type held the requested in-
formation, 2) accessing an index for the value, 3) building a hit list of record
pointers or a sequential search of a file, 4) sorting the hit list, and 5) re-
trieving records based on the hit list pointers, The start and stop for each
event, and within each event, for each sub-event, was recorded on a journal
tape. Later, a reduction program interpreted the data collected on the journal
tape and produced a report with the data for each event and its sub-events
grouped together.

The monitors were left embedded in the system for several
weeks and data was collected for the system operating under almost all condi-
tions. When the results were compiled and analyzed, it was evident to the eval-
uators that the structure defined for a given file was directly linked to the
amount of time required for a given retrieval or update task. For example, a
query which initiated a large retrieval on an indexed element of a file was
much faster than a retrieval initiated on an item that was serially arranged.
This data seemed to indicate a solution to the retrieval problem. However, the
building of the index for the element has an overhead cost that is not reflected
in the retrieval process and in order to evaluate one file structure against
another, this and other factors must be considered. With this in mind, tasks
were initiated to create indexes for various file elements and queries were
performed for the elements. The software monitors recorded the time re-
quired, and when the data was reduced and correlated, an interpretation pro-
cess followed.

The interpretation of the collected data showed that most of the
problems isolated by the software monitors were directly linked ‘o the file
structure selected by the user and then, based on this structure, the ‘voe of
accees method he chose to utilize. ¥ or exumple, some queries which resulted
in an output of only a few records where satisfied only after a large number of
access2s were iritiated. This was caused by either a poor indexing scheme
{an indexed file structure), a poor lacoding algorithm (a randomly structured
file), ur accessing a serially arranged file. Also, short apdate tasks were con-
suming too much time. This problem was also related to the type of file struc-
ture utilized and in most cases reflected a poor sort order on a serially ar-
ranged file.
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Based on the findings of the interpretation task, two further
evaluation steps were selected. The first was to analytically examine the DMS
software documentation to determine if there were any limitations to the file
organization and accessing capability of the DMS. The second was to model
the organization and accessing environment and then determine the best tech-
niques for a given application.

The investigation revealed that the DMS allowed either a hier-
archical or a single level file structure. Within these two structures, a num-
ber of access methods were available. These methods were linked directly to
the IBM 360 hardware on which the DMS was run and included BSAM, QSAM,
BDAM, and BISAM. By modeling the 360 hardware characteristics, operating
system and access methods, the evaluators were zble to examine the behaior
of different file organizations and access methods within the environment and
usage patterns that had been previously determined. Each user's file strate-
gies and usage patterns were then varied and the model was used to predict
the outcome of the changes. In this manner, the evaluators were able to de-
termine the best file organization, hardware utilizat.on and access method
for each user. It also provided a technique to aid users in determining the
same requirements for new applications or hardware.

(3) Summary

Although the route to the solution of the DMS evaluation problem
may seem circuitous, the steps taken were logical and within the context of
the methodology hierarchy. The set of givens provided may have caused an
evaluation to initially skip the use of the benchmarks, but the analysis leading to
the placement of the software monitors would undoubtedly lead him back to the
benchmark step. As with the benchmarks, the software monitors did not pro-
vide a solution to the problem, but again they did point the evaluator to the next
step. The ability to rapidly diagnosis this type of situation depends on the a-
mount of scheduling and background analysis performed prior to the actual
evaluation, Note that the overall process eventually provided not only a tech-
nique which solved the present problem, but also could provide payoffs if futuse
DMS problem areas arose.

b. Case 2
(1) Situation

A large branch of the military has several data processing in-
stallations of similar configuration. While each installation has many local
files used in dny-to-day processing, it has been determined that several sites
are maintainisg duplicate files which are used with varying frequency. Further-
more, the mode of use of these shared files varies; in some cases they are
just maintained, other sites primarily perform read operations, while still
others requiras both read and update access. It is obvious that there 7re
various unnecessary storage costs associated with maintaining muitiple copies
of files. Can these be eliminated by having only one copy of each file? Heur-
istically, each copy would be located at the installation where it is most used -
but again, "use" can be for reading, writing, or both so this allocation may
not be a good rule to enforce. With single copies of course, there would be
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transmission costs involved in allowing telecommunications access by other
sites on request. Hopefully, any transmission cost would be outweighed by the
savings realized in eliminating file residence at multiple locations.

A model of such a system can be developed wkich allows the
evaluation of the cost savings obtained by interconnecting the computer installa-
tion with the nece -sary transmission links and allocating the files properly
among the nodes of the ne’work, It can then be determined whether such a
system is worthwhile,

(2) The Evaluation Process

The problem as abstracted for the mathematical model is one
in "distributed" data bases. The situation considered is one in which there are
geographically separated but completely interconnected computer systems con-
taining multiple shared files. A method for arriving at optimum performance
in terms of operating costs is desired. The variables of concern are capacity
and cost of file storage at each site, the rates of file modification, transmission,
and access requests, and the line capacity for transmission. Cost is defined
as transmission cost plus storage cost. The approach is to formulate the
problem as a zero-cne integer programming model where:

x 1l if file j is stored at i'th computer, i=1,2,...,n
2

) i
ij °  0ifitis not j=1,2,...,m

In words, given n computers for processing m distinct and
commor informeztion files, how can one allocate the files so that a minimum
overall operating cost is achieved under the following constraints: (a) ex-
pected file access time is less than some upper bound; (b) the storage needed
at each site does not exceed capacity.

For n computers, simultaneous transmission in both directions
is assumed to occur on a pair of paths - one for requests and one for replies
for each computer (single chaanel, full duplex).

The cost C is given as a linear combination (the objective
function) of the factors which comprise storage cost and transmission cost.
(The cost of installing the transmission links is not considered.) These factors
are:

¢,. = storage cost for file j at i per unit length

transmission cost from k to i per unit time

(g)
R
-~
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1

i request rate for all or part of j by i per unit time. For actually
J exercising the model, an assumption must be made as to the be-
havior of the file access requests. A widely used assumption is
that these events behave statistically with a Foisson distribution.

modification frequency of jat i
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tj =  transmission time for j (based on line capacity)

L.
J

size (length) of j'th file.

It is notad that when only one copy of a file exists among the

computers, Xijxkj =0, i # k; the problem is linear and can be solved by stan-

dard linear programming techniques. The constraints under which the cost
C must be miinimized are:

1. 2 X.. L. < b, for ali i (Storage Capacity not exceeded)
U ! bi = availability capacity of i'th computer

Lj - defined above

2, Xpes 35 < Ty for all j, i # k (File Access time acceptable)
3 Y T,. =maximum allowable retrieval time of
j from i

aijk =time to get file j from k to i

If it is desirable to allow more than one copy of a file at differ-
ent computers (i.e., "redundancies," Ei X~ij >1 for any j), the problem is no

longer linear and standard techniques caniot be used. However, it may be
possible to devise additional constraints which will, in effect, "linearize"
the probiem for standard solution.

Once these steps have been comgleted, input parameter varia-
tions are devised to specify the simulation experiments. The data collected
from the experiments can then be validated to determine the feasibility of de-
vising such a distributed data base system.

(3) Summary

The use of the model/simulation as an evaluation technique is
not always as obvious as it was in this "textbook" case. In selecting this
technique, the availability of an evaluator with a mathematical background is
almost a necessity if the process to be correctly developed and the results
are to be correctly analyzed. In the process of setting up the evaluation
guidelines, the net worth of this type of an approach should be very apparent
and the decision to procead or attempt cnother technique should be made
immediately.

c. Case 3
(1) Situation

Corporation DEF is a manufacturer of heavy equipment in the
Eastern and Central section of the United States. The company has several
plants, each specializiag in a particular type of heavy equipment such as
ship building, aircraft parts, and farm machinery. In the early 1960's, the
far.n machinery plant initiated a computeri.ed Production Planning System
(PPS). This system proved to be so successful that corporate headquarters
decided to purchase third generation hardware, centralize the plant EDP
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operaticis at corporate headquarters and have all the plants adopt the Pio-
duction ¥{. wning System.

The primary motivator behind this decision was headquarter”s
desire to enter new and diverse marketing areas. The PPS had cut produc-
tion planning lead time at the farm machinery plant and it was hoped that
the incorporation of these same computer based techniques would do likewise
for new rnarketing targets. However, the data or files manipulated by the
dédicated PPS 4t the farm machiunery plant were easy to define and not over-
whelming in size. On the other hand, a corporate undertaking along these
lines necessitated the merging and management of not only copicus amounts
of data but alstv diverse data. In order to make the PPS workable on a ¢or-
porate level, it was decided that a Generalized Data Management System
would be required.

(2) The Evaluation Process

Once the requirement for a GDMS was arrived at, the process
of selecting the right one begin., The first step in the selection was to decide
whether a given GDMS would® be capable of processing the required applica-
tions. In addition, this step uncovered any and all requirements for the
GDMS, as well as provided the givens necessary to enter the methodology

hierarchy. Two kinds of requirements: mandatory and désired were investi-

gated. The distinction between the two categoriea is as follows: mandatory
items are those that are essential to the implementation of the company's
needs, while desirable items are those which would make the implementaticn
of the company's needs easier. Within this structure, all systems that pro-
vided the mandatory requirements would be considéred and any desirable
items would make one system more or less advaantageous. when compared to
¢ nother.

Most items considered under the heading of mandatory require-
ments are concerned with one of the following aspects of data rnanagement
systems:

Cost

Due dates - implementation date

Application capabilities - update, retrieval
Language - query, application

Device/security interface

Hardware configuration/operating environment

Operating Systems

o 0 © © C 0 © ¢

Input/output requirements

Once the mandatory and desired features of the system have
been determined, they can then be applied to the list of candidate DMSs to
Jetermine which systems qualify. When all candidates have bcen screened
in this manner, the guaiified candidates can then be evaluated to determine
the "best" systend
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At this juncture, a list of acceptable DMSs has Leen compiled
but more important, the process used to determine this list should have gi.ven
th. evaluators a thorough knowledge of user requirements, These require-
ments can now be translated into general DMS functions. This general back-
ground coupled with DMS systems documentation and a numerical scoring
method can now be used to. rate the candidate DMSs,

In a numerical weighing technique, the parameters of the re-
quired DMS are weighted according to their priority in the operational en-
vironment and then compared to the capabilities of each candidate DMS and
a rating assigned. Although this process is manual and in some cases be-
comes a purely subjective analysis tool, it can serve two important purposes.
First, it further defines the criteria against which candidate DMSs are evalua-
ted, and secondly, it provides a ranking of the candidate systems from which
the poorect can be eliminated. But, since the numerical scoring is based on
system documentation, which can be misleading, and because the rator can
not help but be subjective, this methodology was used only as one of the first
steps in the overail evaluatiofi process.

The next logical step in the evaluation process was to run
benchmark programs on the remaining candidate systems but because severa.
were gtill in contention, the cosat and time involved was judged to be too ex-

pensive. Instead, an intermediate analysis step was performed. The objec-

tive of this step was to collect and evaluate actual operational statistics for
the candidate systems. During the course of the task, numerous candidate
system users, as well as programmers and analysts that iuterfaced with the
DMSs were interviewed. Since these interviews could be misleading, the DMS
was observed running whenever possible., Not all data collectes in this manner
could be used, For sxample, in some cases, system problems were observed
and they could not be Jirectly linked to the operating system, DMS or applica-
tion programs, but interviewees were quick to attribute these prublems to
DMS software. By the same token, the interviewees could be extremely posi-
tive about DMS capabilities and attribute OS or application prograr: advantages
to the DMS. Regardless of its obvious shortcomings, this evaluation step gave
the evaluators a feel for how a given DMS actually operated. It moved the
evaluation process from the theoretical basis of documentation to the real

op’ rational world. Any blatant operational problems were easily spotted and
any advantages were alsc obvious, aad the cost to determine the results was
minimal. When the analysis step was completed, only the most adequate

DMS candidates remained.

With the list of original candidates reduced to just tue best
possibie candidates, Corporation DEF had to decide what final evaluation
technique would be used to make the final selection. Two techniques were
considered by the evaluation group. simulation and benchmark programs.

In deciding betv.e2n the two technigues, the evaluation group considered the

cost of the techrique, (ts responsiveness, and the meaningfulness of the genera~
ted output. Because more than one DMS would be evaluated, the cost for 2ither
technique was very high. This was still true after the DMS development com-
panies offered to make operating systems available for testing purposes, In
the end, since no simulaticas of the system were developed and the evaluators
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felt 2 pood set of test programs could ‘be developed, the benchmark evaluation
technique was selected.

Arriving at the mix or grouping of applications to be executed on
the candidate DMSs was relatively simple. Since PPS was operational, the
programs just had to be converted to run under the DMS. However, a problem
did arise in trying to develop a standardized operating environment in which
to run the tests. Once this was accomplished, representative programs could
then be run on the proposed DMS and the measurements could be compared
for both throughput and processor advantages. Because the ervironment had
been standardized and DMS-OS interface problems could be considered con-
stant, the entire system, not just the DMS, could be evaluated in the same
process, The final results could then be evaluated and the "best" DMS selected.

(3) Summary

Selecting a DMS for a given set of applications can, in many
ways, be much easier than trying to alleviate problems that are hampering
a currently owned DMS.  Although the techniques used are similar, the cri-
teria the user is evaluating is much more general and in some cases is direct-
ed at a process of elimination rather than selection. The process observed in
the Case 3 scenario supports this viewpoint. In this example, the previous
selection of hardwazre and a detailed set of application programe narrowed the
fie'd of candidate DMSs, but it still allowed the evaluators a lot of flexibility
in arriving at a methodology entrance point and eventually the selection of a
DMS.

Documentation is a valuable source of data in this type of eval-
uation process. It is the prime source for the numerical analysis methods and
it is used extensively in the analysis phase, However, documentation can
only provide an initial insight into the DMSs capability and zt that it is often
subject to gross mis-information. Because of this, any DMS that is not elim-
tpated during the analytical phases of evaluation should, if possible, be viewed
in an uperational environmen. before any other evaluation techniques are im-
plen.ented. The actual analysis of an operating DMS can often answer many of
the evaluators questions on OS/DMS and DMS/user interfaces. Only after these
two areas are operationally evaluated should a simulation or benchmark eval-
uation be performed to determine the final DMS selection. The technique
used in the final phase of the process will vary from evaluation to evaluation
and will depend on 1) the cost of the technique, 2) the availability of the tech-
nique, and 3) the time required to utilize the technique.

d. Case 4
{1) Situation

The PDQ corporation has just authorized the creation of a cen-
tralized corporate management information system (MIS). Until this authoriza-
tion was approved, ten separate and unequal MISs existed within the corpora-
tion. Each MIS served one of the nine hranches of the corporation with the
tenth serving corporate headquarters. Since the nine hranches operated in
functional arcas quite unfamiliar to the others, the data manipulated as well
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as the output generated by the MISs was very dissimilar. Added to this appli-
cation dissimilarity was the multitude of different haxdw=a’e on which each
branch installed its MIS. The only commonality betWween the ten operating
MISs was that all the application programs, although dissimilar, were written
in COBOL. Finally and most importantly, the data received by the headquart=
er's MIS was quite limited and general in nature. Corporate management,
therefore, felt the system was useless and returned to manual methods to
support the decision making processezs. This, however, also proved to be un-
satisfactory because of the excessivé amount of resources required to collect,
prepare and disseminate the necessary reports. Corporate management
thereupon decided to establish a centralized cerporate MIS and authorized the
performance of a requirements analysis.

The consolidation of this maze of programs, data and
applications under one centralized systemn was a gigantic task. In order co
solve it, a two phase approach was initiated, The first phase of the plan
called for the selection of a hardware noniiguration to support the centialized
system, A new hardware configuration was required because none of the pre-
sent hardware configurations were large encugh in terms of disc storage,
number of peripherals, core size and speed to support the entire system, and
since each branch had purchased hardware from different vendors, it was
highly unlikely that several systems could be merged to support the new MIS.
Further, the current systems :=till could be used by the branches for in-house
accounting as well as production control.

The second phase of the MIS Implementation Plan called
for the evaluation and selection of a generalized Data Management Syste~-
The DMS was to be the coiftware link between the maze of data iaput by
nine branches into the corporate data base. The system saleirsd would ve run
under the new hardware configuration and together with the fAar 'are would be
the basis for the new MIS.

Perhaps the selection group's mo: ' portant decision
was made prior to seeing any hardware or softvare. Th .nision was that
the DMS and hardware configuration eventually selected would not necessarily
be the best in their respective categories, but when combined, would possess
the highest rating. Because of this decision, the two phases of the selection
would become intertwined and utlimately lead to the selection of best combina-
tion of hardware and software.

{2) The Evaluation Frocess

The first step in the testing process was the determina-
tion of the applications requirements of the corporation. The reguirements
study, if done well, would translate into EDP terminology, the reason why
the system is ne ded, identify the system usern and define the user's infor-
mation needs. The three most important results of this step in regards to
the selection process should be: 1) a statement of the system objectives,

2} a list of environmental features most likely te affect the scope of the sys-
ter, and 3) a list of the restriction that bear upon the scope of the system.,
Although mast of the results of this step have already been discussed in
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previous meetings, etc., the requirements study represented the first time they
have been made official and hopefully validated. It is here that the entire project
received the corporate seal of approval. Any hostility or lack of cooperation

for the project should disappear here.

The applications requirements analysis indicated that
a third generation multi-programming computer system was required with
sufficicnt speed, core size and direct access storage to handle the processing
load that would be imposed on it by the MIS. An on-line capability linking via
a cunmunications network the nine branches with the centralized system also
was needed. The nine branches would supply on-line and batch updates to the
date file which would periodicaily be queried by corporate management for status
reports. The MIS also would be required to produce the various corporate
reports on personnel, sales, profit- loss, etc. » that are needed by management.
The capability to produce these reports in h.:d copy or have them displayed on
a CRT also would be vequired. Additional requ1rex.\erﬂ:s, of a batch nature,
would be to generate the monthly statements, print the employees' checks and
handle the accounts payable and receivable.

Once these requirements were validated, it was obvious
that the present system or a combination thereof could not handle the processing
load. Therefore the hardware selection process began. Within this phase,
several steps exist. These include a review of the specifications of the system,
4 determinaticn of the evaluation techniques to be used, selection of the procure-
ment method, development of validation techniques and determining the most
prudent way to deal with vandors.

The starting point of any plan for selecting a computer
system should be the review of the specifications of the system, since it is
these specifications that define what it is that the corporation is seeking in the
way of a computer systern. These specifications reflect the {indings of the
requirements step which analyzed the corporate MIS needs. Before the speci-
ficatiuns are applied to any candidate hardware configuration, they must be
wranslated intc mandatory and desirable features, The mandatory features are
th.se 1tems essential to the implementation of the system and the desirable
fcatures are those items which would make the implemeatation of the corporate
needs easier. Inthis particular case, the mandatory features are a particular
core size, processing speed and a random access storage and teleprocessing
capability. The system must be able to perform on-line and batch operations,
and be capable of suf)purtmg a qualified generalized data management system.
‘Low cost, campatxm ity, responsiveness, and reliability also were required,

The desirable system features were concerned with such hardware features as
autematic interrupt, floating-point arithmetic, memory protections and indirect
addressing and such software features as the compilers supported and operating
system capabilities.

Once the differentiation between mandatory and desirable
features of a system has been made, the mandatery features offer the first
measure of the degree to which a vendor has succeeded in meeting the user's
requirewnents, Either a vendor satisfies these requirements or his proposal is
po lunger considered for evaluation, However, it can be expected that more
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than one vendor will satisfy the mandatory requirements. The purpose of the
next step in the selection process, the evaluation, is to find the system that
best satifies the corporate needs, Several techniques have been developed for
hardware evaluation. These ¢an be listed as follows:

1- Sole Source - staying with one vendor because of prior ser-
vice, etc.

2- Overall Impression - a subjective judgment.on tue written
or verbal proposals given by vendors. Controlled by
"human nature,"

3- Cost Only - Since all the systems being evaluated meet the
mandatory requirements, buythe cheapest one.

4- Weighted Scoring - The user-assigns points to all items he
considers important and then selects the one with the .ucst
points. With this technique, it is almost impossible to arrive
at a point relationship between low cost and high performance.

5- Cost/Effectiveness Ratio - Similar to Weighted Scoring, ex-
cept that here, by dividing the cost by the effectiveness of
the system, the lowest cost for effectiveness can be found.
However, it is still questionable if a meaningful relationship
can be established between these two factors, cost and
effectiveness, on an overall system basis.

6- Cost-Value technique - Since all systems provide the man-
datory features, this technique concentrates on evaluating
the desirable features and validating the mandatory features.
Simply stated, this technique subtracts the cost-value of the
desirable items from the total cost of the proposed system.
The difference is then considered to represent the derived
cost of satisfying the requirements.,

Regardless of the approach selected, some sort of rating system, perhaps simi-
lar to PEGS, can be established for thos e configurations which satisfy the man-
datory requirements., When this ranking is compiled, the second phase of the
selection process, testing of the DMSs, can commence.

The first step in this process is the conversion of applications
requirements to specific DMS requirements. This process yielded the following
DMS requirements:

o integrated data base structure
o direct access methods
o powertul procedural language
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o encoding/decoding functions
o powerful file generation and maintenance capability.

Additionally, the selection of a DMS for a hardware configuration not yet se-
lected can pose several problems unique to DMS evaluation, Perhaps the
most important of these is the evaluation of self.contained véisus host data
management systems. A host language system is one which is embedded in a
procedural language such as COBOL or PL/1. A host system can best be
visualized as a new tool for the application programmer. In addition, the
DMS facilities can in some cases, be used by the assembly language pro-
grammet. A self-contained system, on the other hand, offers a tool for the
nonprogrammer as well as the programmer, Such systems are self-contained
in that they have no connection with a procedural language.

The differences between thi: two classes of DMSs are embodied
in more than just the use of a procedural language, For exarnple, a host sys-
tem allows much more flexibility in the use of the system since unique pro-
grams can be written in the procedural language with the DMS acting as a
data structuring or transferring agent whereas self-contained systerns are de-
pendent on MACROS which trigger "canned" routines, On the other hand, self-
contained systems appeal to a larger set of users in that no knowledge of a
programming language is required. This last attribute allows several levels
of DMS users, but it restricts the more sophisticated user to 2 pre-determined
sequence of events. For this reason, a self-contained system is detached
from the user, The user has little or no feeling for the subtleties of storage
structures or file updating and interrogation strategies., If a decision can be
made between these two broad groups of DMV s5s, the entire phase 2 of the se-
lection is cut in half. The most important characteristic to consider in mak-
ing this decision is the level of the user, Since this factor was determined
in the requirements study for phase 1 of the selection, the class of DMSs to
consider should be readily apparent,

Now that the DMS criteria have buen determined, the actual test-
ing of the candidate systems can begin. The first step stipulates that docu-
mentation be gathered on the available data management systems, after which
each system will be reviewed to determine if it possesses the MIS required
capabilities. As part of this analysis, various installations within the area
that utilize any of the candidate DMSs were visited and their operations in-
vestigated. The test personnel attempted to find a user with a similar appli-
cation to discuss in depth the performance of the DMS., This was possible,
although only one DMS in such an environment could be observed,

The analysis effort identified three DMSs as potential candidates
for selection, Because only three systems surfaced from the analysis effort,
the use of the numerical scoring technique, which would have been the next
technique utilized, was bypassed, Also, the user applications did not possess
the diversity to warrant utilization of numerical scoring,

Therefore, the testing was ready to proceed with the utilization

of active techniques, The first active level in the methodology supgests that
benchmark programs and/or hardware monitors be employed to derive overall
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system performance, Because the user possessed neithyr a hardware moni-
tor nor the expertise to use one, it was quickly decided-thiat benchmark pro-
grams should be used, The test personnel hoped that they would not be re-
quired to code an extensive number of benchmarks but that the DMS designers
would provide some that closely resembled their application requirements,

or that they could convert some of their own applications software to serve as
benchmarks, This latter hope was facilitated to some degree by the fact that
all the present applications programs were written in COBOL, These pro-
grams, however, did not provide the on-line query and update capability re-
quired. Additionally, the data would have to be reorganized into an integrated
data base siructure against which the benchmark software would execute, The
DMS designers did posscss some "standard" benchmarks, but these were not
typical enough to provide a valid test, therefore test personnel generated
some normal type apgplications benchmarks to test the three systems. Four
benchmark programs were written, The first one would test the file genera-
tion capabilities of the DMS, the second would measure the maintenance capa-
bilities, the third would test the retrieval speed based on standard type quer-
ies while the fourth would specifically measure the formatting and output
capabilities of the DMS, Properly coded, the benchmarks should test approx-
imately 75 percent of the DMS capabilities, the remaining 25 percent being
certain access methods that would not be appropriate to the particular appli-
cation, specific retrieval expressions deemed inappropriate and other gener-
al system features that test personnel felt would seldom, if ever, be used by
the corporate system,

The benchmarks were to be written in COBOL and it was hoped
that only minor modifications would be required to permit their execution
under each DMS,

At this stage of the testing, the possible hardware systems that
could be selected also would be narrowed based on the remaining DMS candi-
dates. If the DMSs are truly machine-independent then the hardware selec-
tion can be based solely on machine performance. However, if a host DMS
is a candidate, then the particular machine on whi¢h the DMS runs must be an
integral part of the test process,

Thus, in the selection process, the two phases (hardware and
DMS selection) have become one, and the set of benchmarks was to run
under all configuraticn combinations. Approximately twelve runs per system
were required due to system aborts and to provide a mean time for each
benchmark,

The generation of the benchmarks consumed a significant amount
of human resources in addition to the computer resources utilized when the
tests were actually run, The result of these tests was a series of timings
indicating the amount of elapsed time to build a file and data base, maintain
it, retrieve from it and output segments of it in a formatted mode. Not only
were total system timings provided, but the test personnel developed a "feel"
for each system; including beth its strong and weak points,

At the conclusion of benchmark testing, no system was clearly
superior to the others in terms of overall system performance, Corporate
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management, therefore, decided te conduct testing at a more detailed level
and, thus, descend deeper into the hierarchy, The techniques available were
kernel analysis, software monitoring dand modeling.

Kernel analysis and modeling both were eliminated from consid-
eration; the former because the necessary accounting routines did not exist
-on all sysfems to collect the required timings while the latter technique was
too costly to develop in térms of human resources, since none of the test

personnel were familiar with model generation, Software monitoring, there-
fore, was selected.

At first it was hoped, that the DMSs under consideration had
monitors already embedded into their modules, This, however, proved to be
a false hope, therefore the test personnel began the task of analyzing the doc-
umentation of each DMS to identify the modules most appropriate for monitor-
ization. They were fortunate to the extent that good documentation with de-
tailed system flow charts was available on all DMSs, Where possible, corre-
spondifig modules from each system were selected, The modules chosen
concerned file generation, data retrieval and data maintenance and plugs were
implanted in each module, Of special concern were those routines that per-
forred address calculations, built and searched directories and/or indices
and generated data linkages, The implanted plugs would call a specialized
subroutine which would calculate the time expended during each execution of

the module, A record containing this infowxmation, then, would be created
and written onto magnetic tape,

Subsequent to the modificatiors of the DMSs to include these
plugs and the timing subroutine, the benchiaark programs run previously
were re-executed. Approximately the same number of executions as re-
quired for benchmark testing were required to collect a reasonable sample
of performance statistics generated by the software monitors. Additionally,
total system elapsed time was also calculated to determine the decrease, if
any, in system efficiency caused by the embedded monitors.

The test personnel knew the volume of data that would be col-
lected by the software monitors, therefore, they also wrote a data reduction
program to process the output tape housing the various timing data. This
program organized the timings both sequentially and by event type to ease

to some degree the subsequent analysis. The timing data collected on each
system were applied to the following questions:

1- How efficient is the system being tested? Are its resources
being over or under utilized?

2- Does the DMS degrade overall system efficiency?
3- Are there any "bottlenecks" in the system?

4. What are the causes of "wait" states in the system? Are
they excessive?
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5. Can the system serve the level of user previously decided on?
Is it responsive enough?

6- What is the performance rate of each module vig~a-vis the
corresponding modules in the othier systems?

Extensive analysis was required to answer these questions and
consideration was given to using an analysis technique such as regression
and/or cluster analysis to determine system performance and aid test per-
sonnel in results evaluation, These techniques, however, had only been used
in analyzing total system performance and not specific software subsystems
such as a DMS, Therefore, the various dependent and independent input
variables had not been identified to permit the utilization of such techniques,
Test personnel, therefore, manually accomplished the results analysis which
indicated that one system (including both hardware and DMS) was indeed most
appropriate for thiir particular applications, This system was then recom-
mended to corporate management which approved its selection.

The other techniques in the hierarchy, combining hardware and
software monitors and using simulation/modeling, were therefore not re-
quired and the testing ended.

(3) Summary

The selection of a hardware configuration and a DMS to operate
on that configuration can best be approached in two phases, The first phase
is dedicated to evaluating various hardware configurations, The purpose of
this phase is not to single out one hardware configuration above all others
but to determine which configurations can support the applications and if
possible to rank these configurations on some sort of evaluation scale, Sev-
eral steps are required to achieve the objectives of this phase and include:

1- a requirements study
2- a features specification study
3- an evaluation of qualified configurations

Once the first phase reaches step 3, the second phase of selec-
tion, which addresses the DMS, can begin,

The first two steps within this phase, the determination of the
applications requirements and converting these into DMS requirements is
probably the most significant, It is here that the test group must decide on
the test criteria to be employed during tne actual test, Once this decision is
made, then the testing can begin,

Analysis was the first technique employed and, based on system
documentation and user interviews, the most qualilied systems for the appli-
cations in question were determined, Benchmarks then were run on all the
DMSs to collect vverall system performance dawa after which software moni-
tors were employed to test specific DMS functions, The collected data was
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then manually analyzed and used to select the best combination of hardware
and data management system for the MIS.
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SECTION VI
DMS EVALUATION DEVELOPMENT RECOMMENDATIONS

The intent of this paper has been to develop and present a methodology
for the testing of data management systems. Section Il identifies the various
attributes that should comprise .a DMS and summarizes the techniques that
can be employed in implementing these capabilities. Section IlI, discusses
the most common measurernent teckniques that can be used to measure the
capabilities of the aforementioned attributes and proposes a test methodolo-
gy to be employed in the testing of DMSs, Section IV attempts to draw a
correlationh between the attributee covered in Section 1I and the test techni-
ques analyzed in Section III by pairing particular attributes with particular
measurement techniques. Finally, Section V, through the utilication of
scenarios, illustrates how the methodology (incorporating the test pairs
concepts developed in Section IV) would be employed in the solution of some
typical DMS measurement problems.,

This section, now, will attempt to summarize the conclusions arrived
at during the preceding sections and will propose some recommendations
for the continued development of a DMS Test Methodology.

1. CONCLUSIONS

The measurement techniques that will be the most frequently used and
therefore be of the most value during the implementation of the aforemen-
tioned DMS Test Methodology are analysis, benchmark programs and soft-
ware monitors. It is anticipated that many if not most, testing problems
will be solved by utilizing these three techniques in the above sequence.
Analysis will f{ilter out all but the most qualified systems (qualified, that is
to the degree with which they satisfy user requirements), Benchmark pro-
grams, then, will be run to collect timing and performance data for the
system as a whole. Finally, software monitors will provide he degree of
definitiveness required to quantitatively measure actual DMS functions so
that cou arisons can be drawn between/among like systems,

The basis for this conclusion stems from the nature of the techniques.
First, they possess the greatest degree of flexibility out of all the techni-
ques considered and, secondly, on a cost/performance basis, they provide
the most pertinent data for the least expenditure of time and money. Fin-
ally, both the benchmark programs and the software monitors, once gener-
ated, can be used again and again in the fine tuning of an operational system.
For example, the software monitors can be periodically embedded in the
DMS and the benchmark programs executed against the data bace to measure
any system degradation or improvement that may have occurred because of
changes in file structure and/or size. New benchmarks also can be run
against the monitcred system to determine the DMS performance based on
new applications.

Such techniques permit a data base administrator or manager to con-
tinually monitor system performancc. Data base and/or applicationchanges
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that necessitate particular DMS changes (file structure, access methods
and/or organization) would be promptly identified and an adequate amount of
lead time to find and implement the changes required to avoid system de-
gradation would be provided.

The recommendation of the above techniques is not meant to imply that
the other techniques, numerical scoring, kernel analysis, hardware moni-
tors, modeling and simulation would not be utilized in the testing and evalu-
ation of data management systems, but that their usage would be infrequent
and somewhat limited. For example, simulation, because of the cest and
difficuity associated with its implementation would seldom be used. The
time and effort required to simulate a nromplete DMS or simply one part of
it normally would be prohibitive, therefore, other and more convenient tech-
niques would be utilized. Modeling would be eliminated from consideration
for the same reasons. Exceptions to this could occur when a system is to
be selected for a multitude of users. Then, the costs involved in simulating
or modeling a DMS may be justified because the model could be exercised
by all the diverse applications to determine its acceptability to all users.
This would certainly be more efficient than for each user to independently
conduct acceptance tests on the selected UMS.

The utilization of pre-packaged software models, such as FORMS would
also be infrequent becausc their range of capability is limited by the nature
of the model. FORMS can be an invaluable tool in the testing of varicus file
structures and access methods, but this is the extent of its capabilities.
Other modeling/simulation packages which do not possess tuch a handicap
usually suffer from a lack of specificity, and the collected data, because of
this lack, is difficult to interpret and often inclusive.

Hardware monitors often will be eliminated as a DMS analysis and mea-
surement tool because of their lack of availability, their rental or purchase
cost and the ensuing data reduction problem that accompanies their use.
They also lack the definitiveness to gather pertinent data regarding particu-
lar DMS functions, although they can be most useful in identifying overall
system problerns such as poor CPU-I/O overlap.

Kernel analysis, because it presumes the existence of some sort of soft-
ware mronitor or accounting sy.tem ic collect the CPU times for various
DMS fu «ctions, will be infrequently utilized unless such software packages
already exist within the system. The only dissimilarity between kernel ana-
lysis ard soffware monitors is the examination of the g~uerated code that
accompanics the use of kernel analysis. Therefore, unless some pre-exist-
ing software packages already monitor the desired DMS functions, test per-
sonnel would have to generate and embed software monitors within the DMS
prior to coaducting kernel anatysis. It would be easier and more logical to
simply utilize the software monitor technique.

Numerical scoring suffers from one glaring difficulty; that being the
problem associated with the conversion of user applications requirements
into specific DMS functional traits. This exercise is completely subjective
and dif.icult to accomplish for even the most competent personnel. So many
assumptions are required pertaining to the utilization of this technique that
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the assignment of quantitative scorzs to analyzed DMSs is rather presump-
tuous. For example, the assignment of ratings both to particular DMS
parameters and to the degree tc which the attributes of a particular DMS
conform to those parameters introduces such a degree of subjectivity into
the measurement as to degrade the preciseness of the result.

The five aforementioned techniques, numerical scoring, hardware moni-
tors, kernel analysis, modeling and simulation, although infrequently used,
do rate inclusion within the DMS Test Methodology, because of their poten-
tial value in particular measurement and testing situations. The bulk of the
measurement and testing however will be accomplished using analysis,
benchmarks and software monitors.

2. RECOMMENDATIONS

The following recommendations result, first, from the problems encoun-
tered and secondly, from the conclusions derived during the compilation of
the DMS Test Methodology. These recommendations neither attempt to solve
all problems associated with the testing of data management systems, nor
suggest that they will. If implemented, however, they will greatly advance
the "state of the art" so that present and potential DMS users will be able
to test a particular DMS or specific functions of same based on already
available hard and concrete measurement data. The recommendations are
as follows:

o standardize the terminology regarding data management systems,

o delineate the instrinsic characteristics of data management sys-
tems,

o formalize methodology of specifying user requirements and cun-
verting them into DMS functional requirements,

o support the design and development of machine independent data
management systems,

o investigate the possibility of using regression and cluster analysis
to measure DMS performance,

o design and develop standardized benchmark programs to measure
the capabilities of present and potential data managernent systemns,

o identify the DMS runctions that are appropriate candidates for soft-
ware monitorization,

o encourage DMS developers to include software monitors in the de-
sign of future systems and to embed them in the already operation-
al systems, and

o compile a compendium of standardized test results on all present
data managcuent systems and make this available on request to all
present and potential DMS users.

These recoramendations, if adopted, wonld constitute a giant step for-
ward in {he testing and evaluation of data management systems. What, at
present, can best be described as a mercurial sithation wonld be stabilized.
Inetticient and redundant testing of the presently available DMSs could be
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eliminated and potential and present DMS users could simply review the pre-
viously collect. 3 test results to determine which DMS would best fulfill their
appl'cations requirements. Some fine tuning of these results may be requir-

ed if a4 particulat user's applications requirements were rather unique, but .
much of the tedious analysis and measurement would have already been ac-
coraplished and from such an information base, efficient testing and selection

could be accomyplished. The following paragraphs describe each recormnmen-

dation in detai) and discuss the benefits that can be derived from their im-
plementatica

a. Standerdization of Terminology

The first step that must be taken regards the standardization
of all terminology applicable to data management systems. ‘Since one of the
desired ends is a compendium of all DMS test results that would be avail-
able to all users, these very users first musi{ speak the same language re-
garding data raanagement systems. Otherwise confusion is bound to occur
and the value of the compendium is degraded. The Data Base Group of the
CODASYL Comm!itee is presently engaged in this standardization effort.
This is only part of the problem, however, for once standards arc suggested
by CODASYL, they still require adopting by all DMS users. If and/or when
this is achieved, then the subsequent recommendations are much easier to
implement,

b. Characteristic Delineation

A large number of software systems presently parade under
the title of data management systems, however, the capabilities of each sys-
tem: are go diverse as to biur the definitiveness of the “etm. Once DMS ter-
minolcgy has been standardized, however, the minimun, and maximum chai -
acteristics of a DMS can be more easily defined and the term DMS can
assume a more precise meaning.

This definition will allow potential DMS users to face the test
ond c¢valuation prucess hnowing fuli well that their initial list of candidates
at least can perform the basic functions assumed to be part of all DMSs.
This can greatly ease the cosi and physizal effort that would normally be ap-
plied to an initial analysis effort, because the initial review of ali DMJ3s, to
determnine of they indeed do possess the general capabilities assumed by the
user, would have already been accomplished.

This sve, would also aid in th: establishment of genvral cri-
teria aga‘nsgt which newly emer,ing software systeras crn be judged to de-
termine whether they should, ir fact, be classified as data management sys-
tems,

c. Fermalize Conversion of Appl ation to DMS Requirements
1 his secemmendation, perhaps, will be the most difficuit to
accomplish becau- of the vultitude of variables that mrist be considered,

Theee are ot preseat, o witle diversity of cpplications that require the ser-
vices o o daticanagemont sy stor. The pr scel o of relating ~pecific DMS
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functions (which are continually increasing) to their diverse applications be-
comes quite an effort when you ccnsider the effect that these DMS functions
have on the applications. A particular file structure and access method may
"best" support a particular application, but what about other diverse tasks
that require computer support within the operational environment? Is their
execution going to be seriously degraded? Also, can the available physical
storage handle the overhead assoc:ated with a particular file structure and
access method? These are just some of the questions that arise when attemp-
ting to convert application to DMS requirements.

Tkese problen.s, however, should not dissuade us from analyzing
this topic to determine if a methodology can be developed to aid DMS analysts
in vhe conversion of apylications to DMS requirements. Such a methodology
would be an invaluable tool in any DMS selection process, therefore such an
effort should be given further consideration.

d. Machine-Independent Data Managem~=nt Systems

Step 3 in the DMS Test Methodclony ilfustrated the constrive-
ness of host systems. At present, most systems are designed and developed
{o operate only on a particular hardware configuration (IDS and AIDS-HIS
G-635, MADA®PS - CDC 1604), This fact can result in the elimination of per-
haps the most qualified system because of hardware incompatibility, There-
fore, in order to widen the choices available to a potential DMS user, the de-
sign and development of machine independent data management systems should
he supported.

Efforts in this regard are already in progress, for example,
DM-1 and the Defense Intelligence Agency's Machine independent Data Man-
a ,urient System (MIDMS). These systems and systems .like them will in-
crease the options available to all installations involved in the testing and
selecrion of a DMS which would provide a potential user with a better oppor-
tunity to select a system vest suited to his needs.

e, Investigate the Utilization of Regression and Cluster Analysis
as Data Analysis Techniques

Because of the speed, concurrency and volume of operations per-
formed by a multi-programming third generation computer sysiem, vast
amaun s of data will be collected by any active technique. This results in a
data reduction and analysis problen: of significant scope.

Regression and cluster aaalysis have been used vith some
succrss in the analysis of computer systems as a whole as illustrated in the
Ranad ~tudy Computer Performance Analysis: Applications of Accounting
Data by R. Watson (2). It 1s recommended that these rame techniques be
Gtudicd to deterriine the feasihility of using them in the analyzis of DMS test
data. This would require the identificaticn of those DMS and system factors
that would he considered in the anulysis, and the actual asape of these values

arainst a Ynown quantity fo test the accuracy of the measvrement.
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Suuh techniques, if feasible, would greatly assist test person-
nel in the testing and subsequent evaluation of data management systems..
For the resulting statistics would assume a higher level of validity and make
the decision process a good deal easier.

f. Development of Standard Bénchmark Programs

Standard benchmark programs should be developed to provide
a consistent yardstick in th: testing of all data management systems. These
programs should be designed o test those functions that are found in every
DMs; data description, file :icucturing and generation file maintenance and
the data access manipulation and output capabilities. The benchinarks should
be written in a higher level language to permit their execution within varied
hardware environments and they must be designed to test specific aspects
of the DMS to provide valid data on the systems stronger and weaker points.

These programs would be used to test all data management
systems, Those systetns presently in operation would be tested as would all
new systems upon issue. The timing data collected during program execu-
tion would be compiled, and made available to all interested parties. The
data would be ordered by type task performed (retrieval, update, generation,
etc.) so that potential users would have a basis for comparing the available
systems.

g. Identify DMS Functions to be Monitored

A list of DMS functions that are candidates for monitorization
should be compiled to guide potential users of the software monitor techni-
que. Such a compendium would eliminate the time now spent just in deciding
which DMS attributes to select. The experience gained by those who have
already embedded software monitors within DMSs, e.g., PRC/ISC's monitor -
ization of MADAPS, should be compiled and disseminated to all potential .
DMS test personnel. Particular DMS system modules that, because of the
programming technignes employed or the structure of the module itself, are
poor candidates can be identified and thereby save other users a good deal of
time and trouble., On the other hand, those particular DMS system modules
that provide the most valuable statistics concerning system performance also
can be indicated.

h. Design Software Monitor Embedded Data Management Sys-
tems

Rather than recommending, as the long term solution, the em-
hedding of soliware monitors by potential users, DMS developers should be
encouraged tu design them into their systems when they are being developed.
These monitors then could be used or not used based on the particular re-
quirements of the user, It would be a relatively simple task to include t. 2m
as part of the systern design and yet it would save untold hours on the part
of every potential DMS user. Additivnally, the monitors could be embedded
more cfficiently within the DMS since it would be done during actual system
coding rather than after the fact.
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The developers of presently operational sys* ms, also should
be enceuraged to modify their present systems to incoriorate monitors with-
in the appropriate modules.

The presence of such systems would permit system perfor-
mance testing to be accomplished with relative ease. The only requirement
levied on test personnel would be to initialize the monitorization process.
The monitors also would be awvailable for the purpose of "fine tuning" a sys-
tem that has undergone numeious changes resulting {rom more and diverse
applications, increased file volume, the addition of more files, etc. The
monitors would be able to detect and identify any de adation of system
performance due to these changes and provide a suft. .ent amount of lead
time to find and implement a solution.

An important aspect of software monitor development that
requires mention here is the necessity to include data reduction, collation
and analysis subroutines with the monitors. The collected data is useful
only if it is in a format that is easily interpretable by the analyst, therefore,
DMS developers must net neglect to incorporate such software packages
within their systems.

i. Standard Test Results Compilation

All the effort expanded in accomplishing the previously de-
fined recommendations would go for naught if the information is not collect-
ed and disseminated to all present and potential DMS users, therefore it
is recommended that standard benchmarks be executed against all the soft-
ware monitored data management systems and the results collected, com-
piled and disseminated. As more .ystems are tested using this Jrocedure,
the results would be appended to the compendium. ‘

The end result would be a volume of DMS performance data
that would be invaluable in any DMS selection process. Performance by
application would be available and the capabilities of the various systeras
vis-a-vis particular applications could be easily determined. Even if the
user feels his application(s) is unique, the cempendium provides relevant
timing and performance statistics for all systems, and the user can com-
pare the performance of the various system modules against his cwn pro-
cessing requirements.

Such a compendium wculd be beneficial not only from the
standpoint of the potential user but also the system developer. Test results
would be based on statistics derived from software monitora d¢signed as
part of the DMS (if the previous recommendation was implemented) rather
than inefficient code segments implanted within the DMS by system users
subsequent to its design and development. System users, therefore, would
be able to view the DMS in its best light, and the capabilities of each sys-
tem would not be tarnished due to poor generation and/or msertmn of soft-
ware monitors within the DMS, — Tt o e

The adoption of the nine previous recommendations would re-
sult in an important advancement regarding the testing and selection of data
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management systems. Such software packages constitute a significant in-
vestment within any data processing environment, and therefore, the impor-
tance associated with selecting the right system cannot be overestimated.
The methodology described herein provides present and potential system
users with a tool to measure the various data management systems. This
tool, however, can become expensive and difficult to employ depending on the
complexity of the measurement problern. Benchmark programs may have .
to be written and perhaps software monitor code segments generated and
embedded within the DMS. Such efforts would require the expenditure of a
significant number of man hours particularly regarding the generation of
software monitors. Additionally, maay installations do not possess the ex-
pertise to embed monitors within a number of data management systems.
Therefore, the aforementioned recommendations were made.

The two main aims of these recommendations are to standard-
ize DMS testing and to eliminate the redundant and inefficient testing that is
presently being performed. With the publication of standard test results,
the need to actively test the candidate systems will be eliminated in most
installations. Those possessing unique applications would be required only
to generate the appropriate benchmarks and execute them against the var-
ious monitored systems; a much less costly exercise than starting from
"scratch”. The selection of a DMS, then, becomes a relatively analytical
exercise, capable of being performed by a majority of users at a minimum
cost.
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